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Version 1.0.0

Changes:

-New title and cover

-Ch.2 Substantially revised

-Miscellaneous changes e.g. typo corrections, new replications of already known findings listed
next to the old ones, etc.

-[Link to a pdf file of the book] for phone users to be able to see formatting properly, and for

generic users to not have to use google docs if they wish. Note that you won’t see new content if
you never check [the live version] for updates.

-All figures have links so that users can save the images as they please.

Planned Additions:

-Revision of Ch.7 with new evidence

-Chapter 1 will be about methods for statistical and causal inference

-More detailed overview of what molecular genetic methods miss, some improvements that have
recently been made to GWAS-based heritability estimates, etc.

-Chapter 8 about sex differences and evopsych

Some notes to the reader:

1. If sci-hub links ever break, go to the [source list section] for instructions on how to gain

access.
2. Go [here] to download everything in the project:

(archive of all sources, pdf of this document, instructions, etc)
3. This is a work in progress, expect new content in the future.
4. If you want to talk to me (doesn’t have to be formal or whatever):
a. wehrkatzer(@gmail.com
b. Discord: wehrkatz#0264
Any suggestions, corrections, questions, etc are welcome. If you just want to call me a
racist, that’s fine too. If you want to do your own work and add it, do file-make a copy,
make your suggested changes, and share the new document with me.
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Summary:

Degrees Are () Z€ro-Sum:

Education pays, people with Bachelor’s
Degrees are paid 73% more than highschool
graduates [1189, Table 3.1]. This, however,
leaves open the question as to why this is the
case. There are essentially three competing
explanations which offer to partially complete
the picture:

1. Explanation 1 (El): Education increases
peoples’ productivity, and employers pay
a premium for the extra productivity.

2. E2: Innately productive people want to, or
are enabled to seek out more education
than less innately productive people, and
employers pay a premium for the innate
productivity.

3. E3: Employers pay educated people more
money than their productivity justifies.
When explanation 1 accounts for a paucity of
the payment differences, education is a

zero-sum game, and this unfortunately seems

to be the case [more here]; all told, explanation

2 explains at least 18% of the story, and
explanation 3 likely accounts for around 80%
of the story. Proposed positive externalities do
not seem satisfactory to make the system a net

benefit in spite of its flaws [see 1189, Ch.6].

On Science:

The fundamental goal of science is to deduce
sound theories empirically [more here]. To do
this, it 1is essential to have sound
operationalizations and sound statistics so that
informative analyses can be done with tools
which provide a clear view of the various
aspects of reality.
Reasonable priors on the value of the
education system should not inspire hope for
academic competence [more here]. But priors
aside, how do experts actually perform? Even
experts who believe in convoluted theories
should be able to predict reasonably well the
things which they’re knowledgeable about, but
there isn’t reason to believe that their training
enables them to perform very well at this sort
of task [more here]. More objectively and
easily testable, and of paramount importance,
is statistical literacy. Unfortunately, academics
are often breathtakingly statistically illiterate
in terms of tools that are widely used and easy
to understand [more here].

What about the academic environment? Many
imagine the peer review process as an

objective one, but interrater reliability is quite

low [more here] which allows for publication


https://b-ok.cc/book/6038223/4aac1c
https://b-ok.cc/book/6038223/4aac1c

bias against certain results [more here] and
authors [more here]. Academics’ careers are
dependent on publishing a large quantity of
papers with results which are pleasing to
publishers [more here and here]. More
prestigious journals are objectively worse than
smaller journals due to these incentives being
felt more starkly [more here]. This distorts
what general picture the research literature
gives of what 1is true [more here].
Transparently bad papers are accepted through
the filters at alarmingly high rates [more here].
Questionable research practices have led to
alarmingly low probabilities that a given result
can be replicated by another paper following
instructed procedures [more here]. The system
doesn’t even seem to ensure that references are
that cited results

written  correctly, are

accurately  represented, or even that
transgressions as major as plagiarism are
warded off [more here].

Beyond just its effects on the quality of
society’s researchers and research literature,
the system has caused the literature to be even
accessible

less to the layman than the

inherently esoteric nature of the scientific

endeavour necessitates; it has done so in three
ways [more here]:

1. It increases article quantity and length
beyond what rigor necessitates.

2. Unnecessarily esoteric language is
shoehorned into the literature to impress
reviewers.

3. Tangible paywalls prevent free access
despite authors being unpaid by journals.

If the journal system filter doesn’t ensure
quality, how are we to tell science from
quackery? Well, it is only since the middle of
the 20th century that our modern practices
have spread widely and that external reviewers

have been given

academic journals [1187 & 1188]. Perhaps

such visibility within

experienced researchers can tell quackery for
themselves without a middleman to tell them.
After all, good papers are easily filtered;
maximum expected replicability is achievable
for anybody who consumes research
intelligently by looking for good research
practices such as the following: rigorous
transparency in  methods and data,
pre-registration, high statistical power, and

good study design [more here].


https://scihubtw.tw/https://doi.org/10.1007/s10746-014-9335-z
https://scihubtw.tw/https://doi.org/10.1086/700070

Degrees Are i,y Z€ro-Sum:

Education pays. United States Census data
shows that on average, people with Bachelor’s
Degrees are paid 73% more than highschool
graduates [1189, Table 3.1]. However, this raw
figure is merely correlational in nature. The
crucial question, as always, is why this is the
case. There are essentially three explanations
which we may take as helping to explain the
overall relationship:

4. Explanation 1 (E1): Education increases
peoples’ productivity, and employers pay
a premium for the extra productivity.

5. E2: Innately productive people want to, or
are enabled to seek out more education
than less innately productive people, and
employers pay a premium for the innate
productivity.

6. E3: Employers pay educated people more

money than their productivity justifies.

Note that E2 doesn’t necessarily require innate, genetic, unchangeable
qualities, but merely whatever exists prior to education which can
explain the earnings differences.

When explanation 1 accounts for a paucity of
the payment differences, education is a
zero-sum game. Provided that the externalities
aren’t enough to make up for tuition and
opportunity costs [see 1189, Ch.6], investing
in education is like standing up in a football
stadium: When one does it, they get a better

view, but when everybody does it, their legs

just get tired.

Explanation 2 accounts for at least 18% of the
picture [more here]. As for explanation 3,
there are a few lines of evidence we can take
as assessments of its contribution:

1. Individual differences in educational
attainment are greatly rewarded, but
national differences are not [more here].

2. Educational returns do not come year by
year, but are instead largely distributed
around graduation years [more here].

Caplan’s book [1189] also assesses a few extra
softer lines of evidence:

3. Employers pay good money for degrees
irrelevant to the occupation.

4. Irrelevant classes are rewarded as much as
relevant ones are rewarded.

5. Forgetting the material is not financially
punished by employers.

6. Students care about easily graduating with
the most marketable diplomas, not about
learning marketable skills.

7. Employers devalue diplomas as they learn

about employee productivity.

Overall, the evidence seems to paint the
picture of E3 being ~80% of the story.
Taxpayers and kids are throwing their money
and youth down the drain. Externalities do not

make up for this [see 1189, Ch.6].


https://b-ok.cc/book/6038223/4aac1c
https://b-ok.cc/book/6038223/4aac1c
https://b-ok.cc/book/6038223/4aac1c
https://b-ok.cc/book/6038223/4aac1c

Personal Vs National Returns:

This sort of analysis is most directly analogous
to the football stadium analogy. In the analogy,
individual differences in standing should be
related to individual differences in view
quality while stadium differences in mean
amount of standing should not correspond to
mean differences in view quality. If the
analogy holds true, then national education
differences should not strongly correspond to
national income differences even if individual
income differences are related to educational
attainment.
Obviously, the two variables are indeed
strongly related on the individual level:

[1189 - Table 3.1]:

Table 3.1: Average Earnings by Educational Attainment (2011)

Some High  High School Bachelor’s Master’s Degr
School Graduate Degree aster's Degree
Average$ 5 501 40,634 70,459 90,265
Earnings
remium Over 3% 0% +73% +122%
Source: United States Census Bureau 2012a.

But what about nationally? Correlationally,
there is a large amount of heterogeneity in
results, with effects ranging from slightly
negative to modestly positive, giving us an
overall effect size of national incomes being
+1.3% higher per year of education the mean
citizen receives [1189, Figure 4.3]. Already,
this is much smaller than individual effects,
with individuals, on average, making +10.9%
more than somebody who has 1 less year of

education [1189, Table 4.1].

As always however, causality is an issue.
Shifting focus from individual level results to
national level results only eliminates the
influence of E3, not E2. Just as greater
individual level income can plausibly enable
more education spending, and just as
individual level ability can enable graduation,
these are also potential concerns on the
national level. After all, the majority of the tab
is picked up by the state [more here]. It could
just be, for example, that increases in national
tax revenue prompt increases in educational
education

spending. After all, is highly

prioritized [1203]:

Public’s policy priorities for 2019
% who say should be a top priority for Trump and
Congress this year
Economy 70
Health care costs 69
Education 68
Terrorism 67
Social Security 67
Medicare 87
Poor and needy 60
Environment 56
Immigration 51
Jobs 50
Reducing crime 50
Drug addiction 49
Budget deficit 48
Race relations 46
Military 45
Transportation 45
Climate change 44
Global trade 39
Source: Survey of US. adults conducted Jan. 9-14. 2019
PEW RESEARCH CENTER
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The classic bumper sticker muses that it will
be a great day when our schools get all the
money they need and the air force has to hold
a bake sale to buy bombers. However, this
great day arrived long ago; the air force may
not hold bake sales, but military spending has
long since been surpassed by educational
spending [1189, p.200].

The best evidence on the question of national
level causality comes from a natural
experiment found in Russia [1204]. Recently,
their standard degree program shifted in line
with the rest of the world. The shift in average
educational attainment did not correspond to a
shift in average employability. The most
educated individuals are still paid best, but the
shift in average education did not correspond
to a shift in average income. This approach is
nice because of the straightforward
interpretability which comes from its apples to
apples  comparison, and because the
within-country approach sidesteps previous
concerns of international comparability and

result heterogeneity.

Graduation Years:

One straightforward thing we can do to assess
the contributions of the three explanations is
to break the data down into which years of
education are the most rewarded. Doing this,
the effect of individual years is more than cut

in half, and they are dwarfed by the premiums

paid for graduation years with over 60% of
education premiums being accounted for by
degree years rather than the raw count of
school years people complete [1189]:

Source 1189 - Table 4.1:
Table 4.1: Effects Of Education On Earnings In The GSS:

Education: If Only Year # Matters: If Diplomas Matter Too:

Years Of Education: +10.9% +4.5%

High School Diploma: — +31.7%
Associate’s Degree: — +16.6%
Bachelor’s Degree: — +31.4%

Graduate Degree: - +18.2%

Notes:
sex; are limited to labor force participants; and are converted from log

All results are corrected for age, age squared, race, and

dollars to percentages.

Presumably, if E1 were the predominant

reason that education is valued, then

compensation should linearly increase as
people learn more skills. Instead, the fact that
degrees are valued so much suggests that E3 is
of paramount importance.

The most important objection to this sort of
analysis is to bring up the role of E2. Such an
analysis may be a misleading assessment of E3
if the causal influence of E2 is
disproportionately concentrated upon diploma
years and absent from raw school year count.
Pathetic as the GSS’ measures of cognitive
abilities (such as wordsum) may be, they can
be used to correct within-person returns
somewhat downwards in order to assess the
relative effects of such corrections. Such
adjustments in the GSS affect all years of

education equally, leaving relative premiums

for degree years unaffected [1189 - Table 4.2].


https://b-ok.cc/book/6038223/4aac1c
https://wp.hse.ru/data/2020/09/22/1584505319/236EC2020.pdf
https://b-ok.cc/book/6038223/4aac1c
https://b-ok.cc/book/6038223/4aac1c
https://imgur.com/TUvuMRm
https://b-ok.cc/book/6038223/4aac1c

Further research also reaffirms the same
general finding on the relative influence of E2
on schooling premiums [1192, pp.48-50;

1193, table 3, column 2; 1194, table 4, OLS

column 6; 1195, table 3; 1190, table 5; &
1191, p.606]. Note that E2 doesn’t necessarily
require innate, genetic, unchangeable
qualities, but merely whatever exists prior to
educational attainment which can be used to
predict earnings.

Given the distribution of ability effects on
educational returns, we should be able to take
diploma effects as being signalling effects
which are consistent with explanation 3.
However, the role of diploma effects should be
taken as an underestimate of the role of E3, as
there are smaller employability spikes at
course enrollment and completion [1205].
Finally, there is one more interesting pattern
we can see in the raw returns data: Given a
group with Bachelor’s Degrees, those who
took the longest to obtain them are those who
earn the least [1206]. Positive correlations
between non-degree school years and income
is thus a dropout phenomenon. Presumably, E1
should predict that the people who take their
time to learn as much as possible end up with
the greatest quantity of marketable skills, and
end up with the highest incomes. However,

this seems to suggest that within this sort of

context, E2 overpowers any such effects.

Overall, 80% is a reasonable figure for the
importance of E3, and is broadly consistent

with external lines of evidence [more here].

The Role Of Pre-Existing Abilities:

Given the previous discussion [more here], we
can say with a good deal of confidence that the
role of pre-existing abilities in explaining the
education-income correlation is concentrated
on the year to year ‘returns’ rather than the
sudden spikes people get from diplomas.
However, this sort of evidence doesn’t tell us
the actual degree to which the year to year
differences in income are due to pre-existing
earning ability because it is difficult to
comprehensively account for every single
pre-existing trait of relevance. Luckily, there
is, available to us, the appealing approach of
looking at identical twins.

Doing family controls will account for the
degree to which family members are similar in
every trait there is to measure, not just the
things we’ve figured out how to measure. A
recent meta-analysis of every twin study ever
done [490], assessing 2,563,627 pairs of
identical twins and 9,568 traits, finds identical
twins to correlate with each other at about .636
for most traits. Given this, we can get a decent
idea of just how much juice there is to squeeze
out of pre-existing abilities if we assess the

degree to which an identical twin who gains


https://scihubtw.tw/https://doi.org/10.17763/haer.68.1.1j47150021346123
https://scihubtw.tw/https://doi.org/10.1016/S0272-7757(98)00024-7
http://www.clsrn.econ.ubc.ca/hrsdc/papers/Paper%20no.%202%20-%20Craig%20Riddell%20-%20Sheepskin%20Effects.pdf
https://scihubtw.tw/https://doi.org/10.2307/146159
https://scihubtw.tw/https://doi.org/10.2307/3558995
https://scihubtw.tw/https://doi.org/10.2307/2118190
https://scihubtw.tw/https://doi.org/10.1080/09645292.2013.805184
https://scihubtw.tw/https://doi.org/10.3368/jhr.45.2.439
https://sci-hub.se/https://doi.org/10.1038/ng.3285

more education ends up wealthier than their
cotwin.
Sources [1197,

pp.219-222]

pp.1846-1852] & [1201,

review such studies, and
estimates are that up to 50% of the raw
could be

education-income  correlation

accounted for  with  this  approach.
Unfortunately, noting various considerations
for between-study differences, the author
chooses a 10 to 15 percent figure as his
preferred estimate for the role of pre-existing
ability in the raw education-income
correlation. Of course, such an approach only
gives us an idea of the ballpark we’re working
with if there are pre-existing abilities to
account for in which identical twins are not
equal, but the paper explicitly endorses the
assumption that identical twins are equal in
abilities. This however, is demonstrably false.
Going back to the meta-analysis [490], twins
tend to correlate at about .636 for most traits.
Given this, ~59.5504% of variance in traits in
general is not explainable by identical cotwins;
so at maximum, —the least charitable possible
estimate which linearly projects twin trait
effects onto the non-twin variance—, using the
15% figure, would result in an ability bias
figure explaining ~37.08% of the raw
correlation between education and income.
Moreover, looking at IQ alone, identical twins

are not completely equal in IQ, and the

—identical twins who are higher in 1Q than
their cotwins prior to the emergence of
educational attainment differences— end up
with higher education attainment than their

cotwins [1198, 1199, & 1200]; this leaves us

with an ability bias about 15% higher than
indicated by the raw twin results [1198].

The 10 to 15 percent figure is smaller than
what we can get from the abilities we can
actually measure; 1Q alone, measured prior to
school, is enough to explain about 18% of the
raw education-income correlation [1202]
(note: such an approach can account for the
effects of between-twin IQ differences), and
predicts educational attainment at ~.49 [253]:

Source 253 - Table 1:

k N r ™w r SDr SDhp CV 95% C195%

59 84,828 % a8 56 12 10
20 26,504 49 48 56 10 07
72 156,360 10 42 50 14 13
57 141216 37 40 48 13 13
55 147,090 34 35 a2 (] 07
13 64,165 29 31 39 10 11
17 69,082 Al 44 55 12 .10
27 19,646 8 AT 53 (] 07

a5 72,290 37 36 a3 13 08
21 43,304 Al 38 A5 .09 05
52 132,591 77 26 31 08 06
40 116,998 24 23 27 08 07
57 146,343 28 29 35 10 08
12 60,735 19 21 27 07 10
16 74,925 30 31 38 08 08
17 54,049 33 33 37 (] 07

31 58,758 21 16 20 (] 1l 01740 1623
15 29.152 2 19 23 08 06 1035 19/26
s 107312 16 14 17 (] 08 01132 14119
37 93,616 13 11 13 10 07 00/27 116
3l 98,812 16 15 19 08 10 00138 1522
17 395,562 16 16 20 06 07 06133 1623
14 64,711 .15 14 W8 07 08 03/33 14122
Academic performance 14 41,937 1 08 (] 07 08 07/24 04713

Note. & mumber of independent samples, N number of individuals, r — av

¢ comelation, rw - sample size weighted average correlation,
p — corrected
atus,
29.

Whatever we are to think about IQ, anything
measured prior to school is indicative of at
least something which existed first, and so
cannot be due to later schooling.

All told, flooring the role of pre-existing

ability at such an 18% figure seems like it
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should be a generous underestimation given
that there should be traits of relevance other
than 1Q. What specifically these traits are
though, is not immediately clear. A thin body
of research investigates various non-cognitive
abilities like personality; such things do
confound the returns to education [1189, p.74],
but research on the possibility of casualty

going from education to these other traits is

thinner, and mixed in results. Some may want
to correct for family background variables
and/or socioeconomic standing, as these things
are indeed confounders [1197, pp.1843-1844].
However, there is a high enough degree of
collinearity among —background, cognitive
ability, and returns— that correcting for

cognitive ability alone suffices [1209].
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On Science:

An often boasted positive externality of our

educational system is that regardless of its
effects on individual skill in acquiring personal
resources, it may advance societal progress by
generating knowledge through advancing
science. Supposedly, it should do this by
training people to have the skills which are
necessary to do science well, and by providing
these people with an environment conducive
to doing good science. To assess how well
Academia helps society do this, we should
first assess what science even is and how it

should be done in order to contrast with what

Academia actually does.

What Is Science?
Science, at root, is the art of deductively

The

theorizing about how reality works.
overarching goal of the endeavor is to identify
real phenomena and explain them with good
theories and models. No theory is ever exactly
correct because we will likely never have
identified all existing phenomena, but some
are useful because they elegantly approximate
the well established aspects of reality.
Observation:

Without observations grounded in reality, we
are left only with pure logic, mathematics, and
philosophy. Mathematicians can perfectly
formulate their logic in that they can know

with certainty what exactly —the implications

of any given set of premises— are, but they
have no idea what they are talking about;
without sound premises to work from, the
implications that they derive are not likely to
be applicable to anything. For example, if it is
proclaimed from the heavens that people
named y are on average three times as wealthy
as people as x, and that people named z are on
average three times as wealthy as people
named y, then mathematicians can, correctly,
tell us that people named z are on average nine
times as wealthy as people named x. However,
if we don’t have sufficient reason to believe
that the heavens have proclaimed to us
accurate premises (in this case being the true
relations between the variables), then any
logical conclusions we draw from such
premises do not accurately describe reality
either.

Phenomena are identified through observation,
and in order to see anything at all, we must
make sure that our measurements (our senses)
work adequately. This means designing good
operationalizations  (good measures) of
whatever we’ve decided to observe. Given
proper operationalization, any patterns that
emerge before us from our observations will
be expressed in the language of statistical
and measurement are

terms.  Statistics

paramount in identifying genuine phenomena.

12



Relativism:

It can be difficult to know how good our
measurements are. People often see what they
want to see and will keep measuring until they
see patterns which fit with theories of a certain
character. Given a good taste of this problem,
scientists often despair and descend into
relativism, the ultimate end of which is
solipsism. This is an ultimately useless
endeavour. Biases have effects, but reality
does too. Confidence in the existence of
various phenomena can be increased if their
observation is robust to (unresponsive to)
various biases, meaning that the same general
patterns are observed from repeated
measurement by multiple people with multiple
different operationalizations. It is a good sign
when the reduction of biases is shown to
increase the clarity with which phenomena are
observed. Given the demonstration of the
influence of biases, the correct response is to
search for analyses with the ability to robustly

discriminate between biases and reality.

Elegance Vs Convolution:

Warning: P(H|E) # P(E[H). Oftentimes, the
known phenomena of a field can be explained
by multiple different theories which are
sometimes very different in character. In order
to obtain the most justifiable possible view of

the world, we must figure out how we should

discriminate between them. Given a set of
phenomena, the explanations most likely to be
correct tend to be the simplest ones. One
theory could state something akin to that —the
laws of the universe, as of the year 2000,
dictate Ron to be 175 centimeters tall and 13
years old, Karl to be 183 centimeters tall and
15 years old, and Charles to be 191
centimeters tall and 17 years old—. By
contrast, a more elegant theory could state
something akin to the following: —people
tend to get taller as they age, so all else being
equal, the older person should be the taller
person. So, given that Charles is the oldest
person and Ron is the youngest person, the
rank ordering of their height fits our theory—.
The elegant theory of aging is not able to
explain the data as well as the convoluted one
despite it intuitively seeming to be somehow
better. In fact, the convoluted theory will
always be the one which is best equipped to
explain existing phenomena. In other words,
the ability of the convoluted theory (TO) to
explain the data (E) is much higher than the
ability of the elegant theory (TE) to do so.
However, a theory of aging should generally
be thought of as better than the convoluted one
due to its elegant ability to inexactly

approximate the data before having been

exposed to all of it. If TO and TE are
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hypotheses (H), then P(E|TO) is much larger
than P(E|TE) despite P(TE) being much larger
than P(TO) (Note that “P(x|y)” is read as “the
probability that x is true given that y is true”.).

Baves’ Theorem:

If we know the probability that a customer
orders y given that they order x (P(y|x) and the
probability that they customer order x (P(x)),
then we can solve for the probability that they
customer order both (P(y|x)*P(x)=P(x)y)). If
we know the probability that a customer orders
x given that they order y (P(x|y), and we know
the probability that they order y (P(y)), then
we can solve for the probability that a
customer orders both (P(x,y) = P(x]y)*P(y)).
Recall that if x=y and y=z, then x=z. Here,
P(y[x)*P(x) = P(x.y), and P(x,y) = P(x|y)*P(y).
Given the truth of these two equalities,
P(xly)*P(y) =
algebraic rearrangement of Bayes' Theorem,
which states that P(A|B) = P(B|A)*P(A)/P(B).
This is also equivalent to P(A,B) / P(B), and to
P(B|A)*P(A) / P(BJA)*P(A)+P(B|=A)*P(—A)

P(y[x)*P(x). This is just an

(Note that “P(—x)” denotes the probability that
x is not true, which is equal to 1 - P(x)).

Theories As Compositions Of Hypotheses:

We can use Bayes' Theorem to decide how
likely a hypothesis is to be true. Let “P(H)”
denote the prior believed probability of a
“P(E)”

hypothesis, let denote the prior

believed probability of some evidence, and let

“P(E|H)” denote what —the probability of the
evidence— would be in a reality where the
hypothesis has a 100% chance of being true.
P(E) is of course derivable by calculating
P(E[H)*P(H)+P(E|~H)*P(—H). If something is
to be thought of as being true by reason alone,
and if there is not yet reason to think that P(H)
is higher than P(—H), then given that P(H) and
P(—H) are, by definition, mutually exclusive
such that one of the two must be true and
P(—H) + P(H) = 1, we should think of the two
possibilities as

meaning that P(H) = P(—H) = 0.5.

being equally plausible,
Returning to the example by which we derived
Bayes’ Theorem, if our hypothesis (H) is that
the next customer will order x, if the only
alternative possibility is that the next customer
will not order x, and if we have no reason to
think that the alternative possibility is more
likely to be true than the former possibility,
then P(x) = P(—x) = 0.5 with P(x) and P(—x)
being prior beliefs about x. Let’s assert that
P(ylx) = 0.9, and that P(y|=x) = 0.1. Our
hypothesis (H) is still that the next customer
will order x, but we now have information
about the relationship between the hypothesis
and the evidence (E). Given these assertions,
09 = PH|E) = (P(EH) * P(H)) / P(E)
- PO * PR)  / P(y)
(P(YIX)*P(x)) / P(y[x)*P(x)+P(yl-x)*P(~x)
=0.9*0.5/(0.9*%0.5 + 0.1*0.5) = 0.9.
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Now, let’s assert that 30% of customers order
x. This new information denotes that P(x) is
now 0.3, and P(—x), by definition, is now 0.7.
Reworking our calculations, P(H|E) (or P(x|y))
is now .7941176471, meaning that taking our
assertions for granted, a customer who orders
y would have a 79.41176471% chance of
ordering x if 30% of all customers (y-ordering
or otherwise) order x. Notice that given our
assertions, if a function yielding P(H|E) in
terms such that
a(b)=P(H|E) and b=P(H) (This function being
0.9*b/(0.9*b+0.1*(1-b)) = a(b)), different sets
of hypotheses on the interval 0 >b <1 (e.g. bl
& b2), holding bl - b2 constant, would yield

of P(H) were written

different a(bl) - a(b2) figures; in other words,
the function is such that switching from one
hypothesis to a second may not have the same
effect on the posterior as switching from a
third to a fourth, and this isn’t exclusively a
function of the difference between hypotheses.
Indeed, we can calculate confidence regions
such that we can calculate exactly how bigoted
we would have to be in our prior beliefs in
order to get the posterior to be outside of a

certain range. Here is a graph of the function

such that the vertical axis is P(H|E) and the

horizontal axis is P(H):

1

0:8

0:6

(0.1,0.5)
0:4

0:2
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Notice that, for instance, 90% of possible
choices of prior belief yield a posterior
probability larger than 50%. Also notice that if
we arbitrarily make the P(E|H) and P(E|~H)
values more extreme, the bigotry in prior
required to reach the same threshold of

posterior has to also become more extreme:

(0.011, 0.5)

1
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In the latter graph, a change of P(E|—H) from
0.1 to 0.01 resulted in a change in —>50%
threshold— from 90% of P(H) values to
98.9% of them.

For now, let’s abandon the idea of thinking
about an infinite number of hypotheses and
just 30%.
hypothesis, P(x|y) = 79.41176471%. Now, let’s

stick to P(x) = Given this
consider the probability that a customer who
orders item z also orders item x. Let’s assert
that a customer who orders item z has a 90%
chance of ordering item x, that a customer who
does not order item z has a 10% chance of
ordering item X, and that the probability of a
customer ordering item z is unrelated to the
probability that said customer orders item y
(Meaning that P(y|z) = P(y|=z) P(y)). These
are the same parameters we were working with
in order to derive that P(x|y) = .7941176471,
so P(x|z) should return the same value.
However, let’s instead consider P(x|y,z). If y is
true, then the probability of x is not 30%, but
79.41176471%. Given the hypothesis that P(x)
is 79.41176471% from the start, P(x|z) would
not be 79.41176471%, but rather 97.2%. Thus,
P(x]y,z) = 0.972. Given the evidence of y, our
prior for P(x) becomes a posterior of 0.794.
Treating the posterior as the prior when
considering newer evidence z, we can come up
with a theory-wide posterior of 0.972 for our

theory that the next customer will order item x

when starting with a theory-wide prior of 30%,
0.3 being P(x). With strong enough evidence
or enough lines of evidence in favor of a
theory, arbitrary choices of prior can have
miniscule influence on the posterior.

Of course, parameters like P(x|y), P(x|~y),
P(x|z), P(x|~z), P(y|~z), and P(y|~z) are almost
never simply given, but must instead be
derived by statistical inference where some
data discordantly supports the various
hypotheses about P(x]y) to different degrees
and apparent patterns in the data always have
some chance of being apparent due to mere
random noise in the data. Rather than asserted
values being plugged in, parameters would be
substituted for entire probability density
functions in order to get a theory-wide
posterior distribution. How to do this is
beyond current scope and can be read about
either in source 1212 or in [chapter 1].
P-Values:

Academia is currently obsessed with obtaining
results which pass a criteria known as
“statistical significance” [more here & here].
Basically, there is a statistic called a p-value
which can be computed to go along with any
given effect size statistic. When scientists want
to know whether or not a hypothesis predicts
their data, they operationalize this by saying

that it would predict a certain effect size

statistic of a certain magnitude. A p-value,
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given figures for effect size and statistical
power, tells us the chance that we would see
an effect size at least as substantial as —what
really appears in the data— if the hypothesis
were false and the observed effect size were
really just the result of random fluctuations in
the data. In other words, p-values only tell us
about P(E|H).

Ordinarily, there is a threshold of 5%, or
p=0.05, where a result is arbitrarily declared to
have met the criteria of “statistical
significance”. There is no objective reason to
place the threshold at 5% vs 4% or 1%, it’s
just that 5% is commonly accepted as being
subjectively low. Though arbitrary, this
threshold is popular enough to matter such that
authors are more likely to submit their
significant results than their insignificant ones,
such that their colleagues are more likely to
cite their significant results than their
insignificant onets, and such that prestigious
journals being more likely to publish their
significant results than their insignificant
results [more here & here]; this leads to
serious distortions of the research literature’s
view of what results’ true effect sizes really
are [more here].

Moreover, this likely leads to serious
distortions of the research literature’s view of
what P(H|E) is, as P(H|E) is a function of more

than just P(E|H); it is P(E[H) divided by P(E)

rather than just P(E|H). A reason that elegant
theories which offer simple explanations for
known phenomena have a greater tendency to
be correct than convoluted ones is that if, for
example, a generic hypothesis has a random
50% chance of being true, then a theory which
requires one hypothesis has a 50% chance of
being true while a theory which requires two
has a 25% chance of being true. Take for
example the observation that you come home
from work and your window is broken, your
laptop 1s missing, and your front door is
unlocked. A burglary, if it happened, would
have a pretty high chance of producing this
evidence, say 80%. Of course, there is a
potential alternative hypothesis where you left
your laptop at work, a neighborhood kid hit a
baseball through your window, and you forgot
to lock the front door. The alternative
hypothesis, if true, has a higher likelihood of
explaining the observations, but is it more
likely to be true? Let’s assert that 1/1,000,000
houses get burglarized per day, that 1/100,000
houses per day get a baseball accidentally sent
through one of its windows, that you tend to
accidentally leave your laptop at work once
per every 100 days or so, that you forget to
lock the front door once per every 100 days or
so, and that the probabilities of these events
are all independent of the probabilities of the

others. The burglary theory has a prior of
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1/1,000,000, but the accident theory has a
prior of 1/100,000 times 1/100 times 1/100 =
1/1,000,000,000. The theory with a lower prior
has a 100% chance of explaining the
observation, but by contrast the burglary
could’ve been done without breaking the
window, giving the observations an 80%
chance of occurring in the case of an average
burglary.  However, @ when  combining
explanatory power with priors, we see that the
product of 1 and 0.000000001 is 1/800th the
size of 0.8 times 0.000001, meaning the
burglary, despite its lower ability to explain the
data, is 800 times as likely to be true. Of
course, if you get a call from your boss saying
you left your laptop at work, and a visit from
an angry parent making their children
apologize for their reckless behavior, the new
information should update our priors to 1
times 1 times 1/100, suddenly making the
accident theory very likely to be true.

In sum, elegant theories tend to be more
parsimonious than convoluted ones because
elegant ones merely lack the ability to explain
phenomena while convoluted ones predict the
existence of suites of unverified phenomena.
When a theory is contrived in the mere pursuit
of the lowest p-values, this can easily come at
the expense that the theory depends on the

plausibility of a suite of potential phenomena

whose implausibility is esoteric.

Experimentation:

Currently elegant theories aren’t always
necessarily correct. In a given paradigm, there
are sometimes multiple elegant theories which
are all able to explain the currently established
phenomena. Progress is made by figuring out
how to discriminate against the incorrect ones.
While equally able to explain currently
established phenomena, competing theories
are often very different in character, and these
differences in character are what makes it of
interest to discriminate between them.
Fortunately, the stark differences in character
often that

mean meaningfully  distinct,

competing theories often make starkly
different predictions of the existence of
unidentified

various phenomena.  To

discriminate  between currently elegant
theories, we must design circumstances such
that proper analyses of the data they generate
are equipped to convincingly evidence the
existence or non-existence of predicted
phenomena. The act of doing this is called
experimentation.

The key to experimentation is to design a set
of circumstances under which —the resulting
patterns  which we detect with our
operationalizations and statistics— can only be
explained by one or more currently competing

theories being incorrect.
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It is extremely important to ask the right
research questions and design experiments
which are actually able to answer them. We
can get our operationalizations, statistics, and
biases nailed down very well, but if we design
an experiment which is only equipped to
assess whether or not, for example, a raw
correlation exists, then the high clarity of the
resulting statistical signal is often of meager
usefulness and illumination. It is often better
to get a rough, approximate answer to the right
research question (such as whether or not a
causal effect exists) than it is to get an
extremely clear answer to the wrong research
question (such whether or not a raw
correlation exists).

A good statistician must be brought in to
design experimental circumstances well before
data is even collected so that it can be known
ahead of time that useful conclusions can be
taken from the analysis, whatever its results
culminate in. When the statistician is brought
in after an experiment, he often can only do a
postmortem assessment where he uncovers

what went awry and impaired its elucidative

value.

Limitations:
There are often various reasons why the right
experiment cannot be done or the right
observation cannot be made. In physics, black
holes have gravity which is too strong to let
light escape, so we cannot measure what goes
on inside the event horizon. In the social
sciences, it is an unethical research practice to
experimentally cut people’s arms off in order
to assess the impact of dexterity on quality of
life. However, there are sometimes various
‘natural  experiments’  where  naturally
occurring circumstances allow observation to
be informative without much effort.

For example, it used to be unclear what impact
raw wealth has on fertility. It is hard to
experimentally manipulate wealth due to such
experiments requiring large amounts of wealth
from the experimenter. However, there have
been natural experiments where fluctuation in
home value, or local oil revenue, influence
peoples’ wealth for reasons unrelated to what
ordinarily causes individual differences in
wealth. In these circumstances, it has been
convincingly demonstrated

that gains in

wealth actually cause increases in fertility
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despite the ordinary observation that the raw
correlation between fertility and wealth is
negative [1164 & 1165]. Theoretical progress
has thus been made in this sliver of social
science despite the fact that the obvious
experiment is difficult to do.

Similarly informative analyses can also
sometimes be done without access to such
special conditions. For example, let’s assert
that we have variables A, B, C, and D. One
theory posits that D causes C and A, and that
C causes B. Another theory agrees that C

causes B, but posits that D does not exist at all,

and that by contrast, B causes A. D is
unobservable, but if C is held constant, then D
no longer has any bearing on how A and B
covary. In this case, the effect of B on A can
then be applied to the effect of C on B. Then,
the potential influence of D is no longer a
worry. There is at least one known case where
this method was used in a dataset where the
results of an actual randomized control trial
were available, and the results closely
mirrored that of the true causal effect [1214].

For more on statistical methods for causal

inference, see source 1213 or [chapter 1].
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On Peer Review:

The Incentives:

Many members of the general public have

never been involved

publishing a scientific paper, even many of
those who are highly scientifically literate.
Given this, they likely do not know how the
peer review process actually operates at an
experiential level. Given this, the following
quote contains a quite scathing description of

the process from a standard peer reviewed

paper [4] by J. Scott Armstrong, a standard,

public academic. Reference

replaced with source numbers:

Continued:

in the process of

names arc

“Here is how the current quality control

system  works.  Researchers, sometimes
working in teams, spend hundreds of hours
often

collecting empirical evidence and applying

working on a specialized topic,

formal analytical techniques. They write
papers and often benefit from pre-submission
peer reviews. They strive to follow standards
for scientific work and they sign their names
to their work. Their futures depend to some
extent on the quality of their paper. These
papers are then reviewed by people who are
working in related areas but generally not on
that same problem. So the reviewers typically
have less experience with the problem than do
the authors. Of course, there may be aspects
of the research, such as methodology, in which
the reviewers have more expertise. Reviewers
generally work without extrinsic rewards.
Their names are not revealed, so their

reputations do not depend on their doing high
quality reviews. Perhaps this leads them to
spend little time on their reviews. In any event,
on average, reviewers spend between two and
six hours in reviewing a paper (49; 50; 51;
52), although they often wait for months
before doing their reviews. They seldom use
structured procedures. Rarely do they
contribute new data or conduct analyses.
Typically, they are not held accountable for
following proper scientific procedures. They
match their opinions against the scientific
work by the authors... Reviewers appear to
base their judgments on cues that have only a
weak relation to quality. Such cues include (1)
statistical significance, (2) large sample sizes,
(3) complex procedures, and (4) obscure
writing. Researchers might use these cues to
gain acceptance of marginal papers (34, page
197).

Although it typically has little relationship to
whether the findings are important, correct, or
useful, statistical significance plays a strong
role in publication decisions as shown by
studies in management, psychology, and
medicine [Sources 35, 38, 39, 40, & 41]. The
case against Sstatistical significance is
summarized for psychologists by [Source 42]
and for economists by [Source 43]. If the
purpose is to give readers an idea of the
associated ~ with

uncertainty a finding,

confidence intervals would be  more
appropriate than significance tests.

[Source 44] conducted an experiment to
determine whether reviewers place too much
emphasis on statistical significance. They
prepared three versions of a bogus manuscript
where identical findings differed by the level
of statistical significance. The reviewers

recommended rejection of the paper with
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Continued:

Continued:

nonsignificant findings three times as often as
7 the omes with significant findings.
Interestingly, they based their decision to
reject on the design of the study, but the
design was the same for all versions.

Using significance tests in publication
decisions will lead to a bias in what is
published. As [Source 45] noted, when studies
with nonsignificant results are not published,
researchers may continue to study that issue
until, by chance, a significant result occurs.
This problem still exists [Source 41].

Large sample sizes are used inappropriately.
Sometimes they are unnecessary. For example,
reviewers often confuse expert opinion studies
with surveys of attitudes and intentions. While
attitudes and intentions surveys might require
a sample of more than a thousand individuals,
expert opinion studies, which ask how others
would respond, require only 5 to 20 experts
[Source 46, p. 96]. Even when sample size is
relevant, it is likely to be given too much
weight. For example, source 47, in a study of
election polls for the U.S. presidency,
concluded that the sample size of the surveys
was loosely related to their accuracy.

Complex procedures serve as a favorable cue
for reviewers. One wonders whether simpler
procedures would suffice. For example, in the
field of forecasting, where it is possible to
assess the effectiveness of alternate methods,
complex procedures seldom help and they
sometimes harm accuracy [Source 46].
Nevertheless, papers with complex procedures
dominate the forecasting literature. Obscure
writing  impresses —academics. I asked
professors to evaluate selections from
conclusions from four published papers
[Source 48]. For each paper, they were
randomly assigned either a complex version

(using big words and long sentences, but
holding content constant), the original text, or
a simpler version. The professors gave higher
ratings to authors of the most obscure
passages. Apparently, such writing, being
difficult to understand, leads the reader to
conclude that the writer must be very
intelligent. Obscure writing also makes it
difficult for 8 reviewers and readers to find
errors and to assess importance. To advance
their careers, then, researchers who do not
have something important to say can

’

obfuscate.’

The wait for many authors to get a paper
published can be even longer than discussed
by Armstrong because a rejection doesn’t
mean that they have to delete their paper, it
just means that if their heart is set on
publishing, they just have to keep on going
through journal after journal while never being
allowed to be reviewed by multiple journals at
the same time. 85% of the papers rejected by
the Journal of Clinical Investigation were
eventually published elsewhere, and the
majority of these were either not changed or
changed in only minor ways [53]. Source 4
reports that source 54 obtained similar results
for papers rejected by the British Medical
Journal, but I could not find the full text of
source 54, just the citation. Source 55 reached
a similar conclusion for papers in the social
sciences. Source 56, in a study of papers

rejected by the American Political Science
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Review, concluded that of the 263 papers
which were then submitted to another journal,
43% contained no revisions based upon the
APSR reviews. It would seem that however
much quality a journal’s peer review actually
demands, it doesn’t actually guarantee
improvements until standards are met because
papers can just be endlessly reviewed until
publication.

On the use of obscure language, scientists
have created over 1,000,000 acronyms since
the 1950’s, the rate of creation has been
accelerating, and almost 80% have been used

fewer than 10 times [327].
Publish Or Perish:

At the time of its inception in 1955, Eugene
Garfield, the creator of the impact factor, did
not imagine that some day his tool would
become a controversial and abusive measure.
Originally it was just meant to be a tool to help
librarians choose which material to order for
their libraries in order to satisfy the most
researchers by measuring the popularity of
research [78], little did he imagine how much
the scope of its use would expand. Focus
groups of scientists report career pressures to
publish high volumes of papers with positive
results that confirm orthodoxy in high impact
factor journals [74]. Universities want to be
able to say that all of their professors publish

in all of the ‘best’ journals. Many universities

do not focus on teaching ability when they hire

new faculty and simply look at the
publications list [75]. Tragically, in some
countries, the number of publications in
journals with high impact factors condition the
allocation of government funding for entire

institutions [76].

For many, it is publish or perish.

Just as quantitative evidence repeatedly shows

that financial interests can influence the
outcome of biomedical research [79 & 80],
publish or perish culture affects all manner of
research behavior including salami slicing [81]
to publish the shortest papers one can get away
with. In 2006 alone, an estimated 1.3 million
papers were published alongside a large rise in
the number of available scientific journals
from 16,000 in 2001 to 23,750 by 2006 [82].
The number of journal articles is estimated to
have passed 50 million in 2009 [83].

Journal rank is most commonly assessed using
Thomson Reuters' Impact Factor which has
been shown to correspond well with subjective
ratings of journal quality and rank [84, 85, 86
& 87]. However, despite the perceived prestige
and the importance placed on the impact
factor, all evidence seems to suggest that the

perverse incentives actually causes papers

published in high impact factor to be more
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unreliable on average than papers published in
"worse" journals.

Journal rank is predictive of the incidence of
fraud or misconduct being the reason for a
paper’s retraction as opposed to other reasons
for retraction [133 & 89], and larger journals
also have more total retractions [13]. The
fraction of retractions made due to misconduct
has risen more sharply than the overall
retraction rate, with the majority of retractions
now being due to misconduct [89 & 90]. This
is consistent with focus groups which suggest
that the need to compete in academia is a
threat to scientific integrity [74], with the fact
that those found to be guilty of scientific
misconduct often invoke excessive pressures
to produce as partial justification for their
actions [91], and with surveys suggesting that
competitive research environments decrease
the likelihood that researchers follow scientific
ideals [92] while increasing the likelihood to
witness scientific misconduct [93].

Although 77% of variance in journal retraction
rate is accounted for by journal rank [89],
retracted papers are such a low percentage of
papers that it is possible that the number of
retractable papers is higher than the number of
retractable papers which have actually been
and that detection

caught retracted, or

problems partially contribute to the strength of

this relationship making increased readership
in high ranking journals more likely to detect
errors.

It isn’t possible to measure the contribution of
such detection effects, so what can other
measures of quality say about the effect of
impact factor on the rest of publications?
When aiming to compare the quality of papers
in larger journals to papers in smaller ones,
some aspects of an article’s quality can be
rather subjective things to analyze. This is
supposed to be judged by the peer review
process itself, but peer review is the very thing
under scrutiny. However, what we can do is
look at traits like statistical power, and if one
journal repeatedly has underpowered studies,
we can take that as a proxy for other qualities.
Source 5 has many such proxies, statistical
power being one of them. A sample of 650
neuroscience studies showed no relationship
between statistical power and journal impact
factor:

Source 5 - Figure 3, data from source 6:
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FIGURE 3 | No association between statistical power and journal IF. The
statistical power of 650 eligible neuroscience studies plotted as a function of
the IF of the publishing journal. Each red dot denotes a single study. Figure
from Brembs et al. (2013).
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Another indicator was crystallographic quality
(the quality of computer models derived from
crystallographic work) This lets us see how
often journals deviate from known atomic
distances, and what is found, is that higher
impact journals have worse crystallographic
work, meaning that their molecular models
have more errors than the lower impact
journals:

Source 5 - Figure 1, data from source &:
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FIGURE 1 | Ranking journals according to crystallographic quity reveals high-ranking journals with the lowest quality work. The quality metric (/-&xis) is computed
asa deviation from perfect. Hence, lower values denote higher qualty work. Each dot denotes a single structure. The quaity metric was nomalized 16 the sémple
average and journals ranked according to their mean quality. Asterisks difference from k Dr. Rarnaswarhy,
methods in Brown and Ramaswamy (2007)

We could say that this is a rather limited
indicator of journal quality, fair enough, and to
the extent that this is an indicator of other
qualities is unknown, but it’s another objective
trait to add to the list.

Figure 5 looks at the rate in which papers from
various journals get gene symbols of SNPs

wrong. Taking nature as an example, a journal

famous enough for me to know about it, about
Y of all genetics papers mislabel some bit of
genetic data somewhere in the paper.

Source 5 - Figure 5, data from source 10:
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FIGURE 5 | Journals with above-average error-rate rank higher than journals
with a lower error-rate. Shown is the prevalence of gene name errors in
supplementary Excel files as the percentage of publications with
supplementary gene lists in Excel files affected by gene name errors. Figure
modified from Ziemann et al. (2016).

Not that a mislabeled piece of data here and
there is the biggest deal ever, but it’s another
objective indicator of quality.

Figure 4 looks at how often studies have
randomized control trials, and how many of
them had double blind results in experiments
on animals (Practices that exist to attempt to
limit the influence of author bias on a study’s
results). What was found was that higher

impact journals had roughly the same rate of
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blinding as lower impact journals, but less
randomization than lower impact ones.

Source 5 - Figure 4, data from source 11:
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FIGURE 4 | High ranking journals do not have a higher tendency to report
more randomization nor blinding in animal experiments. Prevalence of
reporting of randomization and blinded assessment of outcome in

2671 publications describing the efficacy of interventions in animal models of
eight different diseases identified in the context of systematic reviews. Figure

modified from Macleod et al. (2015).

Figure 6 shows a correlation between journal
impact factor and the miscalculation of
p-values:

Source 5 - Figure 6, data from source 12:

Sidenote: P-values:

If a statistical signal should not exist for the
full population, then there’s a small chance
that a random collection of data from a
random sample from the population would
appear in such a way as to make it look like
there were genuine signal being detected. A
p-value, using statistical power and effect size,
calculates the chance that a result would look
at least as extreme as it appears to be if the
null hypothesis were actually true.
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The percentage of papers with at least 1
miscalculated p-value in the paper was around
18% in the highest impact journals and around
12% in the lowest impact ones. Higher impact
journals had about 3% of p-values
miscalculated while lower impact one had
1.5% of p-values miscalculated. Another
objective sign that larger journals don’t

publish better papers.

Caution: P(X|Y) # P(Y|X):

Here is a pop quiz for the reader:
1% of women have breast cancer. 80% of

women with breast cancer get positive
mammograms. 9.6% of women without breast
cancer also get positive mammograms. What
is the probability that a woman with a positive
mammography actually has breast cancer?

Let's say that we have 10,000 women. 1% of
them have breast cancer, so 100 have breast
cancer. Of the 100 women with breast cancer,
80% of them (so 80 women) get positive
mammograms, the other 20 do not. Of the
9,900 who do not have breast cancer, 9.6% of
them get positive mammograms (so 950
women). To recap, 80 women with positive
mammograms have breast cancer, 950 do not.
In total,
mammograms, and of these, 7.8% have breast

1,030 women have positive
cancer.

Remember what a p-value is: A p-value
calculates the chance that a result would look
at least as extreme as it appears to be if the
null hypothesis were actually true. It does not
calculate the that the
hypothesis would be true given a result which
looks as it does. It can help inform us what
such a probability is, but extra thought is

probability null

required.
“P(x]y)” is the probability of x given y is true.
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Figure 2 looks at the effect size in gene
association studies divided by the pooled
effect size estimate derived from a meta
analysis. A higher number means that a
study’s effect size deviates from the results
that most papers find than a study with a lower
number, and the larger the circle, the larger the
sample population that was used. What this
shows, is that higher impact factor journals
have smaller sample sizes, with bigger,
flashier, more exciting results which aren’t

replicated:

Source 5 - Figure 2, data from source 9:
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FIGURE 2 | Relationship between impact factor (IF) and extent to which an
individual study overestimates the likely true effect. Data represent

81 candidate gene studies of various candidate genes with psychiatric traits.
The bias score (y-axis) represents the effect size of the individual study divided
by the pooled effect size estimated indicated by meta-analysis, on a log-scale.
Therefore, a value greater than zero indicates that the study provided an
overestimate of the likely true effect size. This is plotted against the IF of the
journal the study was published in (x-axis). The size of the circles is
proportional to the sample size of the individual study. Bias score is
significantly positively correlated with IF, sample size significantly negatively.
Figure from Munafo et al. (2009).

Also, the efficacy of high impact factor
journals should not be a surprise given the
substance of what impact factor actually is and

how it is calculated [6].

Publication Bias:

Source 5 - Figure 2 is evidence that journal
rank / publish-or-perish culture is tied to the
decline effect of publication bias [6]. The
decline effect is basically the phenomenon that
the first paper which observes an effect has a
large effect size, but subsequent papers that
attempt to replicate the first either fail to
replicate it or come up with much lower effect
sizes. The usual pattern is of the initial study
being published in a high impact journal
followed by smaller journals showing that the
effect fails replication. One particular case
showcasing this pattern in the decline effect is
source 94. Source 77 makes a good
introduction to the evidence on publication

bias, to quote from it, keeping the sources but

replacing source numbers, see the following:

“In many fields of research, papers are more
likely to be published [95, page.371; 96, 97;
& 98], to be cited by colleagues [99, 101, &
102] and to be accepted by high-profile
journals [103] if they report results that are

“positive” — term which in this paper will
that
experimental hypothesis against an alternative

indicate all  results support  the
or a “null” hypothesis of no effect, using or
not using tests of statistical significance.
Words  like

€ . » 3 » . .
negative” or “null” are common scientific

“positive”, “significant”,
Jjargon, but are obviously misleading, because
all results are equally relevant to science, as

long as they have been produced by sound
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Continued:

Continued:

logic and methods [104, & 105]. Yet,
literature surveys and meta-analyses have
extensively documented an excess of positive
and/or statistically significant results in fields
and subfields of, for example, biomedicine
[106], biology [107], ecology and evolution
[108], psychology [109], economics [110],
sociology [112]. Many factors contribute to
this publication bias against negative results,
which is rooted in the psychology and
sociology of science. Like all human beings,
scientists are confirmation biased (i.e. tend to
select information that supports their
hypotheses about the world) [113, 114, &
115], and they are far from indifferent to the
outcome of their own research: positive
results make them happy and negative ones
disappointed [116]. This bias is likely to be
reinforced by a positive feedback loop from
the scientific community. Since papers
reporting positive results attract more interest
and are cited more often, journal editors and
peer reviewers might tend to favour them,
which will further increase the desirability of
a positive outcome to researchers, particularly
if their careers are evaluated by counting the
number of papers listed in their CVs and the
impact factor of the journals they are
published in. Confronted with a “negative”
result, therefore, a scientist might be tempted
to either not spend time publishing it (what is
often called the “file-drawer effect”, because
negative papers are imagined to lie in
scientists’ drawers) or to turn it somehow into
a positive result. This can be done by
re-formulating the hypothesis (sometimes
referred to as HARKing: Hypothesizing After
the Results are Known [118]), by selecting the
results to be published [119], by tweaking
data or analyses to “improve” the outcome,

or by willingly and consciously falsifying them
[120]. Data PLoS ONE | www.plosone.org 1
April 2010 | Volume 5 | Issue 4 | el0271
fabrication and falsification are probably
rare, but other questionable research
practices might be relatively common [121].
Quantitative studies have repeatedly shown
that financial interests can influence the
outcome of biomedical research [79 & 80] but
they appear to have neglected the much more
widespread conflict of interest created by
scientists’ need to publish.

Source 77 also provides direct evidence that
publish or perish culture is tied to publication
bias. It looks at U.S. states by how many
papers are published in each state and how
often positive results are achieved. More
‘productive’ states have more publication bias.
Controlling for per capita research expenditure
and/or a few other variables strengthens the

relationship.

Interrater Reliability:

Related to publication bias is inter-rater
reliability. While low interrater reliability
doesn’t necessitate publication bias, low
inter-rater reliability is evidence that the peer
review process doesn’t follow a consistent
standard, and thus doesn’t follow an objective
one since disagreement means that at least one
party is wrong. Further, low inter-rater
reliability itself is evidence that the journal

system is capable of contributing to
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publication bias rather than publication bias
being entirely a function of self selection
among the authors themselves. If reviewers
were akin to two computers running the same
objective algorithms on the same exact paper,
you would expect them to come to pretty
similar conclusions. If inter-rater reliability is
low, that’s a good sign of subjectivity which
gives room for people to put their own bias
into the process.
In 2000, the journal Brain (an Oxford
publication) looked into reviewer agreement at
other journals [25]. Unfortunately, those
journals only agreed to this on the condition
that they remain anonymous, so we’re trusting
Oxford that they picked a ‘good’ selection.

Journal A:
Acceptance agreement: 47% vs. 42.5% by
chance alone Priority agreement: 35% vs.
42.5% by chance alone

Journal B:
Acceptance agreement: 61% vs. 45.74% by
chance alone Priority agreement: 61% vs.
46.32% by chance alone.
By the way, I inferred the numbers for chance
here by counting the pixels in the bar chart.
Readers may find this silly and absurd, but this
is something I find myself having to do quite
often when looking at published peer-reviewed

papers that don’t have supplementary data

posted. To be fair, anonymity was guaranteed,

but detailed data could have been provided
that just has names omitted.

Source 26 is a meta analysis going over 48
studies on inter-rater reliability, and they found
that the average amount of agreement was
about 0.34/1.00, 0 being the lowest possible
among of agreement and 1 being the
maximum. In addition, if you look at source
26 - Figure 1, you’ll see that within journal

agreement varies wildly and that agreement

above 0.8 is never achieved:

-

o0 ©01 ©02 03 04 05 08 07 08 08 1.0
Inter-Rater Reliability

Figure 1. Forest plot of the predicted inter-rater reliability
(Bayes estimate) for each study (random effects model without
covariates) with 95% confidence interval (as bars) for each
reliability coefficient (sorted in ascending order). The 95%
confidence interval of the mean value (vertical line) is shaded grey.
Predicted values for the same author and year but with different letters
(e.g., Herzog 2005a and Herzog 2005b) belong to the same study.
doi:10.1371/journal.pone.0014331.g001

Results on inter-rater reliability are yet again
confirmed in Domenic Cicchetti's 1991 paper,
"The reliability of peer review for manuscript
and grant submissions: A cross-disciplinary
investigation" in Cambridge's Behavioral and

Brain Sciences journal [27].
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Results Bias:

As mentioned earlier [more here], there are
more positive results than we would expect
from random chance in various fields such as
biomedicine [106], biology [107], ecology and
evolution [108], psychology [109], economics
[110],

sociology [112], etc. Contrary to

popular perception, this isn’t, by itself,
evidence of publication bias. The skew could
be because of publication bias, or it could just
be that hypotheses aren’t randomly generated,
and the hypotheses that scientists come up
with are more likely to be true than a randomly
formulated hypothesis. This stated, we know
from experimental evidence that publication
bias is a contributing factor.

In Review Bias, from Annals of Internal
Medicine [15], the author sent out papers to
various  journals about transcutaneous
electrical nerve stimulation (TENS), the paper
they wrote was fake, and they wrote two
identical versions of the paper, one with a
positive result (a result which supported the
hypothesis), and one with a negative result.
The positive result was sent to 8 journals and
the negative result was sent to 8 different ones.
We can see from source 15 - Table 1, that in
this sample at least, the results matter in terms

of how reviewers judge the quality of study

design, patient descriptions, statistical

methods, end points, and linguistic quality.

Source 15 - Table 1:

Table 1. A of Given by “Pro™ and **Coatra™
TENS Reviewers®
Cate- 1 2 3 4 - ol
gories (Unsatis- (Defec- (Ade- (Good) (Excel- Val-
factory) tive) quate) lent) uet
Pro Con- Pro Con- Pro Con- Pro Con- Pro Con-
tra tra tra tra tra

Study

design (4] 1 1 2 4 3 3 2 o o 0.12
Patient

descrip-

tion 1 3 o 3 3 1 4 1 (1] (1] 0.04
Statistical

methods 0 0 1 2 3 6 4 o o o 0.06
End

points§ L1 ] | 1 4 o 2 5 o (4] o 0.01
Linguistic

quality o o o 1 4 4 2 3 2 0o >0.2

* Numbers indicate absolute frequencies of ratings. TENS = trans-
cutaneous electrical nerve stimulation.

+ Using two-tailed probability, Wilcoxon rank test for independent
samples.

§ No rating provided in two cases.

If reviewers disagreed with the result, they
were more likely to say that the methodology
is poor despite papers with different results
having identical methodologies.

Another similar experimental manuscript sting
operation [16] submitted 146 papers to various
journals dealing with social work and what
they classify as “allied disciplines”. Negative
papers were rated worse, and had more
journals outright decline to review the paper at
all.

In 2010, source 17 did a study on the efficacy
of a randomized control trial on a form of joint
surgery. There were 2 versions of the paper
sent to 238 reviewers which were identical in
everything except for the results. The two
outcomes were a positive effect from the

surgery, and no effect from the surgery. The
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reviewers were biased towards the versions
with positive results. There were also 7
intentionally planted errors in both results of
the paper. For the positive version, reviewers
found an average of 0.41 errors; for the
negative result, reviewers found an average of
0.85 errors. So on average, the reviewers
found less than !4th of the intentionally
planted errors. In terms of methods scores,
positive results were rated better. In terms of
acceptance of the manuscripts to even be
reviewed, the positive version was accepted
97.3% of the time, and the negative version
was accepted 80% of the time. Apart from
confirming the previous findings on bias, what
is particularly concerning here is how low the
error detection rate is even when reviewers
dislike the paper’s results and obsessively put
it under a microscope to look for errors in
order to try to reject it.

Positive results have also been found to be
more common in the soft sciences (e.g. social
science like sociology) than in the hard
sciences (e.g. natural science like chemical
engineering) [136].

Something else of note is that systemic issues
aren’t the biases; publications with positive
results are more likely to be cited by
colleagues [99, 101, & 102]. Publications that
fail replication are also more cited [1077], so

this likely helps explain why.

Anti-Author Biases:

Source 21 looked at the acceptance rate of
over 50,000 real papers based on author
characteristics in American Heart Association
Journals. The study also looked at a switch
from open to double blind peer review where
both the reviewers and the authors didn’t know
each other or anything about which institution
the author came from. Prestigious institutions
were 57.4% more likely to have their papers
accepted in the open setting, but only 33.8%
more likely to have their papers accepted in
the closed setting. So whether you think that
papers from prestigious institutions are better
because they train their students better, or just
because they select for better students during
the admissions process, we see that on top of
that quality advantage, they have an extra
23.6% premium, not for any tangible talent,
but just for having the name of the prestigious
their

institution printed next to name.

However, there were 3 studies with 5
experiments, and it was found that on average,
when the review process was supposedly
“double blind”, the reviewers could still
correctly guess who the author was 41% of the
time. So, if we assume that we can linearly
apply the observed blinding effect to the
previous results in order to guess how well
institutions

papers written by prestigious

actually do when the reviewers correctly guess
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who the author is 0% of the time, I would
estimate papers from prestigious institutions to
only be accepted only 13.7% more often,
giving prestigious institutions a 43.7%
premium that has nothing to do with the
quality of their papers.

Source 22 managed to get the 2017 web search
and data mining conference, which had a
15.6% acceptance rate, to have a singleblind
review where the author doesn’t know who the
reviewer is, but also a double blind where the
reviewer doesn’t know who the author is
either. They looked to see what the effect was
from how famous the author was, whether or
not the author came from a top company or
university, and whether or not the author was

female. Authors from a top company were 2.1

times as likely to get a paper accepted when

the reviewer knows who the author is.
Likewise, the premium for author fame was
1.63, the premium for university was 1.58, and
the premium for being female was 0.78. If you
were to attempt to apply the findings thus
discussed and assume that double blind isn’t
really double blind, then the distances between
all of these premium numbers and 1.0 would
be more exaggerated than thus discussed. On a
side note, I would like to point out that the last
premium mentioned is something of a unicorn
to me. This is an empirically validated
instance of gender discrimination against
women, but more importantly, this could
realistically be interpreted as just being further
prestige bias with women, on average, being

less famous.
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Effects On Quality:

Are peer-reviewed papers in general better
than papers which straight up aren’t reviewed
at all? Yes, somewhat, but not impressively so.
When simply surveying people, they certainly
say that the effect of peer reviewing papers is
to improve them. Over 70 out of the 96
responding authors in source 30 said that they
found the reviewers’ suggested revisions to be
reasonable. The survey from source 31 of 361
statisticians and psychologists found that 72%
thought that the net effect of refereeing upon
the quality of the article was to improve it.
However, the abstract, quoted in the right

column, has important qualifications:

“76% encountered pressure to conform to the
strictly subjective preferences of the reviewers,
73% encountered false criticisms (and 8%
made changes in the article to conform to
reviewers' comments they knew to be wrong),
60%
encountered concentration upon trivia, 43%

67% encountered inferior expertise,

encountered treatment by referees as inferior,
and 40% encountered careless reading by
referees. At some time in their general
experience with the peer-review system, 66%
believed that referees’ were
contrived to impress the editor, 63% felt that
the editor regarded their knowledge and

comments

opinion about the reported research as less
important than that of the referees, 44% felt
they were being treated like a supplicant, and
47% accepted a referee's suggestion against
their better judgment.”

So, researchers, despite their problems with
the peer review process, seem to think that it is
in some way beneficial. But what does the
actual evidence say?

The evidence I know of is mixed on whether
or not there is even any real benefit. The paper,
Effects of Editorial Peer Review [28], notes
that source 29 was “the only identified study
addressing the effects of peer review validity.”
This should be a rather eye-popping statement,
the only one they found? This is not the only
one that exists, but this does characterize the
general amount of evidence that exists on the
topic. Given the gravity of importance science
gives this topic, you would expect not just that
there’s more evidence in existence, but that
they’d be able to bunch it up into categories,
compare validity between different fields, do
regressions, etc. You would be mistaken, a
faith based process rather than an evidence
based one lies at the heart of science.

So what does source 29 say? It compared
studies published in peer-reviewed journals to
papers published in review-deficit ones from a
sample of 123 studies about road safety. The
studies were compared with a point system on
the basis of whether or not they specified any
moderating variables, whether or not they

controlled for confounding variables, their

33


https://www.jstor.org/stable/43090322?seq=1
https://sci-hub.tw/https://doi.org/10.3758/BF03333562
https://sci-hub.se/https://doi.org/10.1001/jama.287.21.2784
https://sci-hub.se/https://doi.org/10.1016/S0001-4575(97)00068-7
https://sci-hub.se/https://doi.org/10.1016/S0001-4575(97)00068-7

overall study design, whether or not they
specified how severe accidents or injuries
were, mean sampling size, total sampling size,
and sampling technique. The results are that
peer-reviewed papers had larger sample sizes,
but that is it.

Contradictory to these findings, source 32 has
a sample of 111 manuscripts submitted to
Annals of Internal Medicine. They went
through the peer review process, and judges
who weren’t told which version of the paper
was peer-reviewed were given the same paper
before and after the peer review process and
were told to rate which version was superior to
the other on a 1-5 scale for 34 different aspects
of quality. Peer-reviewed versions of papers
were rated to be better on 33 out of the 34
measured aspects of quality.

To re-summarize source 17, 2 versions of a
paper on the efficacy of a randomized control
trial on a form of joint surgery were sent to
238 reviewers which were identical in
everything except for the results; positive
effect of surgery versus no effect. The
reviewers were biased towards the versions
with  positive results. There were 7
intentionally planted errors in both papers. For
the positive version, reviewers found an
average of 0.41 errors; for the negative result,
reviewers found an average of 0.85 errors. So

on average, the reviewers found less than 1/7th

of the intentionally planted errors even when
reviewers disliked the paper’s results and
obsessively put it under a microscope to look
for errors in order to try to reject it. Apart from
the low error detection rate, of importance is
the fact of subjectivity in error detection
probably means that journals aren’t using
objective methods which means that they are
able to vary between journals in their detection
rates which could explain differences in results
between journals, in which case, source 29 had
more manuscripts which it sent to more
journals than source 32 and is thus more
generalizable. Alternatively, perhaps source 32
is the better one for having a more detailed
evaluation of quality. The problem is that we
don’t know because there is barely any
research.

Is a 1/7th error detection rate especially low?
In 2009 the British Medical Journal engaged in
an internal sting operation [19]. Fiona Godlee
& colleagues sent out a paper to over 600
reviewers working for the British Medical
Journal. The paper had 9 intentionally placed
major errors, and 5 intentionally placed minor
errors. The study looked at the training level
for 3 groups of researchers, a group that
wasn’t given any training, a group that was
given a packet of materials and told to self
teach, and a group that was given face to face

training. The control group on average found
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2.74 of the 9 intentionally planted major errors
compared to the self taught group finding 3.01,
and the face to face group finding 3.12. The
average of all groups in a single group was
2.96. In terms of finding the minor errors, the
control group actually outperformed both of
the trained groups. While presented as a study
testing the efficacy of a reviewer training
program, it is a de facto sting against the
British Medical Journal. In 2014, Journal
Citation reports gave the British Medical
Journal an impact factor of 16.378, putting it
at 4th place among all general medical
journals in the world. This is a higher error
detection rate than source 17, and I think that
the very fact that they had the humility and
integrity to engage in this sting operation at all
is evidence that the British Medical Journal is
probably better than average. Other journals,
which don’t even bother with this kind of
self-testing, are probably even worse.

Overall, we can say that things lean in the
direction that the peer review process removes
at least some errors, but the evidence used to
back this definitely should not make advocates
of the peer review process jump for joy.
Moreover, the evidence on how small journals
stack up to the more prestigious journals
overwhelmingly shows that the smaller

journals are better because they don’t have to

deal with the conflicts of interest to the same

degree [more here]. If the conflicts of interest

also published in

apply to

review-deficit journals, it could actually be

papers

that such deleterious effects overpower the
meager positive effects of the peer review
system. Overall. any belief that confidence in
the peer review process is supported by some

kind of large body of evidence is clearly not

justified.
SClgen:
In 2005, a sting operation was done by MIT
graduate students Jeremy Stribling, Dan

Aguayo, and Maxwell Krohn. They wrote a
program called SCIgen which generates fake
academic papers. It works through methods
similar to some of the text spinning algorithms
that hackers use to bypass spam filters. In their
sting, they submitted a paper to the 2005
World  Multiconference  on  Systemics,
Cybernetics and Informatics. That paper [18]
was titled Rooter: A Methodology for the
Dypical Unification of Access Points and
Redundancy.

The three authors were invited to speak at the
conference, where they exposed the hoax. The
program SClgen is available on the internet
free to download and use by anyone. By 2014,
at least 16 SClgen generated papers had been

discovered to have been floating around in

Springer Journals [1].
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A funnier sting involves the publication of a
Feminist rewrite of Mein Kampf [420 & 427].

Reviewers at the grievance journal Affilia

peer-reviewing Feminist Mein Kampf [420],
1939, colourized:

According to source 2, SClgen papers had an
acceptance rate of 13.3% at the ACM digital
library, and 28% for Institute of Electrical and
Electronics Engineers. Now certainly the
ACM digital library and the IEEE are not the
most prestigious journals, but 16 got into
Springer. I don’t know what percentage of the
SCIgen papers which were submitted to
Springer were successful, but at least 16 of
them were.

If completely bogus, nonsense-jargon-filled
papers can get in at least some of time, what
about papers which aren’t so transparently

awful? What about papers whose authors are

smarter liars than a text-spinning algorithm?
What about accidentally bad papers? This is
the point.

Nobody would say that the

prestigious journals are churning out
thousands of SClgen-tier papers, but the fact
that SCIgen papers are sometimes accepted
calls into question the seriousness of the peer
review process.

Another similar sting operation was done by
John Bohannon in his Sciencemag article:
Who's afraid of Peer Review? [3]. Bohannon
wrote 304 papers (which were slightly
different, but essentially the same) about a
fictional moss that supposedly inhibits cancer
growth. Among the errors were descriptions
of a correlation between moss exposure and
cancer inhibition when his charts and data
showed zero correlation. The 304 slightly
different papers were sent to 304 Journals.
Bohannon sent the paper to 167 Directory of
Open Access Journals (DOAJ), 121 to Jeffrey
Beall’s list, and 16 on both Beall’s list and the
DOAIJ. Beall’s list is a list of Journals
determined by Jeffrey Beall to be bogus. Here
are the results of his submissions:

Beall's List Overlap

Total Suomissions 167 21 16
Total Responses. 144 97 14
Rejected vithout Peer Review | 64 3 3
Rejected with Peer Review 16 10 2
Accepted withou: Peer Review | 29 47 6
3

Accepted with peer Review | 35 ki

Again, that junk journals reject junk articles
less often is not interesting. What is interesting
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is that the article got into Drug Intervention
Today, published by Elsevier, and one of
Wolter Kulwer’s Journals: The Journal of
Natural Pharmaceuticals. Both went into
damage control mode with Elsevier stating
that they didn’t own the Journal whose content
they were publishing, and with Kulwer simply
deleting the Journal. That they even cared and
responded to the sting operation is a sign of
integrity and thus quality, and there’s no
reason to believe that these journals were
somehow worse than any others.

As an aside, the acceptance of the correlation
mistake establishes something important:
Sometimes an author and his data disagree, so
when citing a paper, cite the author’s data and
results rather than the author’s hopes and
dreams.

On Replication:

Another way to examine the efficacy of peer
review is to look at replication. One good
thing we can do to judge the veracity of a
given result is to look at whether or not other
authors can look at a paper and use it to do a
separate study wusing identical or similar
methods to see whether or not they can
achieve similar results. However, while
replication is a good tool to judge the quality
of a result, it is not necessarily a good one for
judging the quality of a journal, researcher,

field, or institution. While replication rate may

plausibly happen to be a proxy for journal
quality, journals should not be judged from the
replication rates of their studies. This is
because scientists don’t tend to just do boring
replication studies over and over again on the
topics where they know what the result is
going to be, scientists rather tend to push the
boundaries of their field by doing experiments
that hack away at whatever people disagree
about. We could get a replication rate of 100%
by churning out thousands of papers that test
whether or not 2+2=4.

This stated, it is obviously a sign of journal
quality and possibly integrity whether or not
their papers provide the resources which are
required to test their studies for replication
(However, in some cases with human subjects,
authors may be able to argue that publishing
these resources would mean disclosing private
information that they don’t have permission to
expose. Still, we should go as far as possible
with open data with privacy being the
exception rather than the rule).

One problem in science which is fortunately
being counteracted by regulation on the
funding agency level, the journal level, and the
government level, is that oftentimes,
individual researchers are the only ones who
have access to datasets. Since individual
authors aren’t good at keeping track of them,
often become

old datasets completely
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inaccessible; the odds of getting access decline
by 17% per year 3 years after initial
publication [131]. Perhaps this could actually
be another source of publication bias aside
from author-side factors and journal-side
factors. If individuals have such control, then
perhaps they could deny researchers access to
data if they know what the results of various
tests will be and they don’t want them
published. However, I know of only one
example of a researcher claiming this to have
happened to them [132]. An alternative
explanation could be that perhaps those in
control of datasets want to hoard scientific
discoveries for themselves and will prevent
results from being published by others for this
more benign reason.

In 2013, Melissa Haendel et. al. looked at 238
biomedical papers from 84 journals [23]. Of
all of the studies, she found that the percent of
studies with the identifiable resources that are
necessary for replication to be as follows:
Antibody: 44%, Cell Lines: 43%, Constructs:
25%, Knockdown reagents: 83%, Organisms:
77%. Only 5 of the journals analyzed had, by
her definition, “stringent” resource reporting
guidelines. In source 24, from 2008 to 2012,
389 researchers were asked how willing they
would be to share protocols and raw data (the

bones). In 2008, 80% of the respondents

would be willing to share additional protocols

beyond what was gone over in the methods
section, but only 60% would be willing to
share raw data. In 2012, Only 60% of
researchers said they were willing to provide
additional protocols, and only 45% said they
would be willing to share raw data. Keep in
mind that this is just a survey; it could be that
this overestimates how many would actually
share this information should push come to
shove. Even if low replication rates were
reasonable, we would still expect replication
rates to be higher if researchers were at least
capable of testing for the presence or lack of
replicability. Giving fellow researchers access
to data is increasingly important for the
research community [24], and open data can
help to detect fraud [1167].

According to a Nature poll of 1,576
researchers, over 70% have tried and failed to
reproduce another scientist’s experiments, and
more than half have failed to reproduce their
own experiments [124]. Despite the
overwhelming majority saying that there is a
crisis in reproducibility, most still say that they
trust the published literature. Source 125 tried
to replicate 100 psychology experiments, and
47% of replications had the same findings as
the original studies.

Some look on in horror at the roughly 1 in 2

chance that a novel finding is actually correct,

however it is not immediately obvious that a

38


https://sci-hub.se/https://doi.org/10.1016/j.cub.2013.11.014
https://emilkirkegaard.dk/en/?p=6864
https://core.ac.uk/download/pdf/26001642.pdf
https://www.nap.edu/read/18267/chapter/1
https://scihubtw.tw/https://doi.org/10.1177/0956797613480366
https://www.nature.com/news/polopoly_fs/1.19970!/menu/main/topColumns/topLeftColumn/pdf/533452a.pdf
https://sci-hub.se/https://doi.org/10.1126/science.aac4716

50 - 50 chance should be the benchmark
coinflip of comparison because it is not
immediately obvious that a randomly
formulated hypothesis from a text spinning
algorithm would have a 1 in 2 chance of being
correct. There are a great many different kinds
or results that can theoretically be obtained
from an experiment, with studies reporting the
results that they happen to find. The random
result wouldn’t be 1 out of 2, it would be 1 out
of however many plausible results there are,
and 1 in 2 are much better odds than that.
However, these replication odds are indeed
pathetic when put into the context of the
extreme excess of positive results [more here];
if the extreme glut of positive results is due to
researchers choosing the hypotheses which are
likely to be correct, then it doesn’t seem like
replication rates should be this low.

My —incredulity at the question of why
replicability is low— has actually been
demonstrably unwarranted. There is actually
good reason to believe that low replication
rates are predominantly due to bad research
practices rather than hypothesis selection.
Maximum expected replicability (So-called
“Maximum expected replicability” was not
100% replicability, but the ~86% replicability
which should be predicted from statistical

power and effect size) is achievable if the good

research practices of high statistical power,

preregistration, and full methodological
transparency, are carried out [1166]. Moreover,
the 2015 psychology replication study from
earlier [125] found a replicate rate of only
18% for findings with an initial p-value
between .04 and .05 and 63% for findings with
an initial p-value of less than .001. Similarly, a
2016 paper on the replication rate of
economics [126] found a replication rate of
88% for findings with an initial p-value of less
than .001. Source 287 found that replication
could be predicted by effect size and study
design. Using p-values and other such similar
clues, multiple papers have found that
researchers are correctly able to predict which
of a set of previous findings will successfully
replicate the strong majority of the time [129
& 130]. Thus, if we consume research
intelligently, we don’t have to worry so much
about buying into false-positive results.
Replicability By Field:

It’s important to realize that these replication
trends have nothing to do with psychology.
Source 126 replicated 18 experiments in
economics and found that 61% of them
replicated.  In fact, both psychology and

experimental economics have far higher
replication rates than do several other fields.
For instance, source 127 found that cancer
research replicated only 11% of the time. Even
in  Neuroscience,

worse, an attempt at
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replicating 17 brain imaging studies [128]
replicated zero of them. Assuming a
theoretical 18th would have replicated, this
would seem to imply that at most,
Neuroscience papers replicate 5.5% of the
time. [ am unaware of any attempts to replicate
the physical sciences, but the Nature poll from

earlier [124] broke down the survey’s results

by field. Just averaging the results within
fields, in no field does the average researcher
expect results to replicate more than 75% of
the time. Below is a summary table for
replication results by field; the physical
sciences from the Nature poll are marked as

estimated on the bottom half of the graph:

Discipline: Tested Replication Rate: Citation:
Differential Psychology 87% Source 287
Experimental Philosophy 70% Source 144
Economics 61% Source 126
Cognitive Psychology 50% Source 125
Social Psychology 25% Source 125
Pharmacology 21% Source 139
Oncology (cancer) 11% Source 127
Neuroscience No Successful Replications Source 128

Discipline: Self Reported Expectations For Citation:

Replication Rate:

Physics 73% Source 124
Chemistry 65% Source 124
Astronomy 65% Source 124

Material Science 60% Source 124

Biology 59% Source 124

Earth and Environmental Science 58% Source 124
Engineering 55% Source 124

Medicine 55% Source 124

Other 52% Source 124
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For comparison, here are figures for statistical power by field:

Differences

Discipline: Mean / Median Statistical Citation:
Power:
Neuroscience 21% Source 156
Brain Imaging 8% Source 156
Social and Behavioral 24% Source 155
Sciences

Cognitive Neuroscience 14% Source 154
Psychology 23% Source 154
Medical Research 23% Source 154
Breast Cancer 16% Source 152
Glaucoma 11% Source 152
Rheumatoid Arthritis 19% Source 152
Alzheimer’s Disease 9% Source 152
Epilepsy 24% Source 152
Multiple Sclerosis 24% Source 152
Parkinson’s Disease 27% Source 152
Education 23% Source 153
Intelligence 49% Source 14
Intelligence - Group 57% Source 14

Notes on table creation: Source 14 is the 2018 preprint which is, frankly, superior to the published version. Power to detect median effect was

used wherever possible. In some mega-analyses, power to detect median effect was not reported; in these, median effects were small, so power to

detect small effects was used.
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References:
No man is an island; researchers need to cite
the work of other researchers. Human
knowledge is not the result of the analyses of
any single researcher or of any single research
paper, but a result of the accumulation of
knowledge throughout the existence of
humanity. Researchers may use mathematical
formulas or statistics which were formulated
by others without themselves actually proving
or understanding their veracity. It is also often
unnecessary to design analyses which are
sophisticated enough to relax commonly held
assumptions if there is a wealth of external
research literature demonstrating the veracity
and robustness of said assumptions. It should
be no surprise that scientific literature often
contains an enormous number of references to
other works. Presumably, a cited premise
should be substantiated by the given
reference(s). When a given citation fails to
substantiate the claim for which it is
marshalled, a ‘quotation error’ has occurred.
Quotation errors are a threat to the progress of
research because they can result in the
propagation of wunverified or incorrect
information. While necessary to do, it is a
time-consuming hassle to read so many works,
researchers

and so often just copy the

reference information from a second-hand

source. The problem comes when a long chain

of researchers copy references from each
other. Eventually, it turns into a game of
telephone where misrepresentations creep in,
even if every person in the chain was acting in
good faith. Citation lineages can sometimes be
measured objectively like copyright traps
when a citation formatting error is made by an
earlier author, and all following authors
precisely copy the same formatting error, such
as the reproduction of Gould’s idiosyncratic
reference error [150, p. 135].

How much of a problem are quotation errors?
Source 1168 reviewed evidence from 23
previous papers on the topic, and although
great heterogeneity in operationalizations was
observed, it was concluded that regardless,
“quotation errors were found in significant
numbers” in “all previous studies surveyed”.
Its review included the fields of ecology,
marine biology, physical geography, and
various social sciences. The paper itself also
examined 250 random citations, and found a
misrepresentation rate of 25%. This doesn’t
even include the rate at which reference
identification information is written currently,
and it obviously does not mean that the 75%
majority is accurate due to diligence rather
than due to luck. Nevermind examination for

evidence quality rather than paper opinion. In

one of the papers cited [37], it was found that
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3% of references were recorded so poorly that
the original source could not even be located
and inspected. Even in medical journals,
which should presumably be dealing with one
of the harder sciences, one paper found an
error rate of 48% [33]. Interestingly, when
multiple references are marshalled in support
of the same statement, they are more likely to
be represented accurately [1168]; “string
citations” despite making up 63% of all
citations, account for only 34% of errors.

Even  reviewers’ ability to  detect
transgressions as major as plagiarism seems
[16]

weak. One conducted an

paper

experiment  where two  intentionally

methodologically flawed modifications were

made to a previously published paper and sent

to journals in sociology,

psychology,
counseling, medicine, and social work. Only
two of the 110 journals to which it was sent
said that the paper had already been published.
This occurred despite the fact that the original
paper had been cited frequently. Although the
study’s control group had been omitted from
the original paper, few reviewers mentioned
this as a problem. The paper concludes that
only six of the 33 received reviews were
competently done.

Interpretations of results are often also skewed
by certain types of people. For example,
primary study authors of significant studies are
more likely than methodologists to believe that
a strong association exists in a heterogeneous

meta-analysis [1169].
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On Academic Experts:

Given the general lack of transfer effects for
the applicability of knowledge [see Chapter 3],
the high rate at which students forget the
material which they are taught [1189, p.40],
and the general irrelevance of the material
which people learn in school [1189, Ch.2],
reasonable priors dictate that we should not
have have high expectations for the quality of
academic expertise. Moreover, if scientific
progress is to be taken as a positive externality
which should accelerate economic growth, this
does not fit well with the broader picture
showing national educational attainment to be
unrelated to national wealth/growth [more
here]. These things aside, there are two criteria
with which we can judge the observed quality
of expertise against the fundamental skills
scientists are supposed to have in order to do
competent research [more here]: statistical
literacy, and predictive accuracy.

To recap, statistical literacy is essential for
properly interpreting the patterns we observe,
and even poor theorists who overfit at the
expense of elegance should be able to make
better predictions than laymen about their
fields of expertise.

Unfortunately, experts are breathtakingly
statistically illiterate [more here], and they

make predictions that are about as good as the

layman is often equipped to make [more here].

Statistical Literacy:

Numerous studies have shown that the vast
majority of academics working in psychology,
epidemiology, and even the hard sciences
don’t understand basic statistical concepts like
p-values, confidence intervals, and t tests. In
addition, they fail simple applied questions as
well:
Source 288:

In this sample of 759 Professors and students,
more than 85% of students and professors
from the following fields endorsed at least one
misinterpretation of p-values [more here]
intervals: science,

and/or confidence

engineering, medicine, math/statistics,
management, psychology, economics.
Source 289:
When given a quiz concerning common
statistical issues dealt with in psychological
research, a sample of 551 psychologists on
average answered 55% of questions correctly.
Source 290:
At least one of six misinterpretations of
confidence intervals were endorsed by 97% of
a sample of 118 psychology researchers.
Source 291:
In a sample of 113 Psychology professors and

students, at least 1/6 misinterpretations of a

t-test were endorsed by 80% of psychologists
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teaching statistics (mean = 1.9), 89.7% of
psychologists not teaching statistics (mean =
2.0), and 100% of psychology students (mean
=2.5).
Source 292:

When 261 Epidemiologists were told about an
intervention in which the rate of disease
recovery was higher of those taking Drug A
than for those taking Drug B, 79% of
epidemiologists denied that a person was
probably more likely to recover if assigned
drug A rather than drug B when the p-value of
the difference between the recovery rates
exceeded .05. A p-value says based on the
effect size and the statistical power how likely
the result would be to come about by random
chance from sampling error if there were
really no effect.
Common errors in the interpretation of
statistical significance come from the name
statistical significance. If an incredibly small
sample doesn’t even have the statistical power
to detect a large effect, then the effect of an
incredibly important variable would fail to
achieve statistical significance. Similarly, if
you have a sample of 5 million people but the
effect size is so small that you just barely get
the p-value below the 0.05 standard, such an
effect may exist, but it’s clearly a lot less

important than the effect in the previous

example.

Source 293:
When told about a cancer intervention in
which group A lived longer than group B,
roughly 50% of the sample of 117 Statisticians
denied that, “speaking only of the subjects
who took part in this particular study”,
participants in group A lived longer than
participants in group B when the p-value of
the difference exceeded .05. In a sample of
140 Statisticians, when told about an
intervention in which the rate of disease
recovery was higher of those taking Drug A
than for those taking Drug B, 84% of them
denied that a person was probably more likely
to recover if assigned drug A rather than drug
B when the p-value of the difference between
the recovery rates exceeded .05. People don’t
think about what the statistics actually mean,
they just think about the blunt name:
“statistical significance”.
Source 294:

This paper had a sample of 25 private sector
statisticians and 20 psychologists. In a drug
trial resulting in a large effect size but an
insignificant p-value, 52% of statisticians and
65% of psychologists thought no conclusion
could be drawn about the drug’s efficacy, 36%
of statisticians and 35% of psychologists
thought the drug was ineffective, and 12% of
statisticians and 0% of psychologists thought

the drug was effective.
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Similarly, reviews of papers published in
medical journals typically find that the
majority of papers commit statistical errors
than render them methodologically
unacceptable [295 - table 1]:

Source 295 - Table 1:

Table . Summary of some reviews of the quality of statistics in medical
journals, showing the percentage of ‘acceptable’ papers (of those using statistics)
Year First author Number of Number of % papers
published papers Journals acceptable
1966 Schor* 295 10 28

1977 Gore® 77 1 48

1979 White® 139 1 55

1980 Glantz” 79 2 39

1982 Felson® 74 1 34

1982 MacArthur? 114 1 28

1983 Tyson'? 86 4 10

1985 Avram'! 243 2 15

1985 Thorn!? 120 4 <40

1988 Murray'? 28 1 61

1988 Morris'* 103 1 34

1995 McGuigan'® 164 1 60

1996 Welch'® 145 1 30

Predictive Accuracy

The general research literature does not
broadly paint the picture that academic
expertise ensures an impressive degree of

predictive accuracy:

Source 71:
This paper looked at 137 studies comparing
clinical predictions to mechanical predictions.
The norm is that statistical prediction rules
outperform expert judgements just about
everywhere that this comparison has been

made [Source 71 - Table 1].

Source 71 - Table 1:

Table 1
Studies Included in Meta-Analysls
Accuracy
Citation Predictnd Accuracy stistic Clinical  Mechanical
Alexakos (1966} college cademic performance HR 3 56
Amitage & Peasl (1557) peychiatric disgnosis HR. El 3
Ashton (1984 magazine advertising sales corr 063 048
Barron (1953) ‘pychatherapy outcome HR @ 7
Blattberg & Hoch (1988) catalog sales: coupon redemption com 052 0.66
Bienkner (1954) case work outcome <o 000 062
Bobbin & Newman (1944) s in military training regression coefficlent 093 087
Bolton et al. (1968) tional rehsbilitation outcome com 030 0.40
Boom (1986) dmgumu of janndice HR a5 o0
Boam el al. (1988) diagnosis of jaundice HR ] o6
Boyle et al. (1966) diagnosis of thyroid disorder HR 7 85
Brodman ct al. (1959 gencral medical diagnosis HR 4 3
Brown et al. (1939) diagnosis of lateralized cerebral dysfunction com 043 0.64
Buss ot al. {1955) prediction of anxiety corr 0.60 064
Caceres & Hochberg (1970) diagnosis of heart disease HR " 84
Campbell et al. (192) i ymance corr 15 029
Cannon & Gardner (1980) gencral medical diagnoses, optimality of reaument  HR [
‘recommendtions

Cebul & Poses (1986) presence of throat infection HR 3 9
Clarke (1985} surgery recommendation HR 59 @
Cooke (1967) psychalogical disturbence HR i 7%
Comelius & Lyness (1950) Job analysis cor 073 076
Daet (1965) future paychiairic illness HR 5
Damumbelg etal. (1979) prognasis. of medical illness accuracy coefficient 022 021
Duwes (1971) success in graduste school com 0.10 051

Dombak et al. (1974) disgnosis of gaswointestinl disorders HR 7 a
De Dombal et al. (1975) diagnosis of gastrointestinal disorders HR sl 8
De Dombal, Horrocks, et al. {1972)  disgnosis of gastrointestinal disordens HR E 97
De Dombal, Leaper, et al. (1972) diagnesis of appendicitis HE 43 92
Devries & Shueidman (1967) course of wm'm': sympoms HR 75 100
Dicken & Black (1965) supervisory potential cor 0.09 030
Dickersan (1958) client compliance with counseling plan HR 51 51
Dickson et al. (1985) diagnosis of abdominal pain HR 55 n
Dunhiam & Meltzer (1946) leagth of psyehiatric hospltalization HR £l k]
Dunente et al. (1960) Joh turmover HR 53 3
Daurbridge (1984) diagnosis of hepatic or biliary disorder HR 62 ™
Edwards & Berry (1974) ‘psychistric diagnosis HR ] b
Enenkel & Spiel (1976) diagnosis of myocardial inferction HR 78 57
Evensan et al. (1973) medication prescribed HR i ]
Evenson et al. (1975) length of hospitalization HR 7% 7
Geddes et al. (1978) degree of pulmonary sbstruction HR 96 95
Glascr & Hangren (1958) ‘probation success HR 8 B4
Glaser (1955) criminal recidivism mean cost 014 035
S, C. Goldberg & Matisson (1967) improvement of schizophrenia significance test 815 1078
L. R. Goldberg (1965) ‘psychiatric diagnosis cor 028 038
L. R Goldberg (1969) ‘pychiarric disgaosis HR 62 )
L. R. Goldberg (1976) ‘business failure com 051 056
Goldman et al (1981) cardiac disease survival or remission com -012 ~0J1
Goldman et al. (1982) diagnosis of acute chest pain HR ” m
Goldman ct al. (1938) prediction of myocardial infarction HR n 7
Goldstein et al. (1973) cerebral impainment HR 95 75
Gouesman (1963) personality deseription HR 62 53
Girebstein (1963) ‘prediction of Iy o 059 0.56
Gustafson et al. (1973) diagnosis of thyroid disorder HR 38 87
Gustafson et al. (1977) suicide attempe HR 6 Bl
Halbower (1955) Pervonily dascription o 042 064
Hall (1988) criminal behavior HR 4 83
Hall ct al. (1971) diagnosis of rheumatic heart disease HR 62 73
Harris (1963} gemme outcomes mad poiat spread HR [ 9
Hess & Browa (1977) academic performance HR 68 ]
Holland et al. (1983) criminal recidivism <ont 032 0.34
Hopkins et al. (1980} surgical outcomes HR 5 9l
Hovey & Stauffacher (1953) personality characteristics HR 2] 6
Table 1 (conrinued)

Accuracy
Citation Prodictand Accuracy statistic Clinical  Mochanical
Ikanen et al. (1983) diagnosis of abdominal HR 67 59
Janzen & Coe (1973) “diagnosis” of female homosexuality HR 57 15
Jeans & Mossjs (1976} diagrosis of small bowel isease HR 83 i)
Johnston & McNeal (1967) length of psychiatric hospitalization HR T2 75
Joswig et al. (1685 diagnosis of recurrent chest pain HR & I
Kahn et al. (1988) detection of malingering HR 21 5
Kaplan (1962) psychotherapy outcome HR 6 0
EKelly & Fiske (1950 success on psychology internship cor 0.32 041
Kkan (1986) basiness startup suecess core —0.09 013
Klehr (1949) psychiaric diagnosk HR 7
Klein et al. (1973) psychopharmacologic treatment outeome corr 0.12 090
Kleinmuntz (1963) maladjustment HR 7 ]
Kleinmuntz (1967} maladjustment HR 68 75
Klinger & Roth (1965) diagnosis. of schizophrenia HR 7 a
Kunge & Cope (1971) job success HR &7 L
Lee et al. (1986) death and myocardial infaretion corr 058 064
Leh & Filskov (1981) prescace, chronicity and lateralization of cerebral HR e il
impairment
Leli & Filskow (1984) diagnosis of intellecrual deterioration HR 75 7
Lemerond (1977} suicide HR 50 50
Lewis & MacKinney (1961) carcer satisfaction corr 009 056
Liiby (1976) business failure HR ™ 7
Lindzey (1965) “disgnosis” of homoscxuality HR 70 57
Lindzey et al. (1958) “diagnosis™ of homosexualiry HR 95 85
Lyle & Quast (1976) diagnosis of Hunltinglon disease HR 61 68
Martin ct al. (1960) diagnosis of jaundice HR 87 ke
w et al. (1988) HR ™ 7

MeClish & Powell (1989) ROC 089 0.83
Miller et al. (1982) general medical disgnosis HR 3
Mitchell (1975} managerial suceess corr 0.19 046
Oddie ct al, (1974) diagnosis of thyroid disorder HR 97 99
Orient et al (!wsm diagnosis of shdominl pain HR 6
Oskamp (196 presence of psychiatric symptoms. HR 0 it
Pock & Pmmn 11956) work productivity corr o7 0.51
Piersan (1958) college suocess HR 4 48
Pipberger et al. (1975) diagnosis of cardiac disease HR 7 91
Plag & Weybreun (1968) fitness for military service com 019 030
Popovies (1983) cerebral dysfunction carr o 016
Poretsky et al. (1985) diagnasis of myocardial infarction HR K0 67
Reale et al, dingnosis of congenital heart disease HR b2 82
Reich et al. (1977 diagnosis of hematologic disorders HR ] 7
Reitan et ul. (1964) dingnosis of cerebrul lesions HR 75 EEd
Rosen & Yan Hom (1961) academic performance HE 55 57
Royee & Weiss (1975) marital satisfaction cor 040 0.58
Sacks (1977) criminal recidivism HR 2
Sarbin (1942) academic peformance corr 035 045
Schied: (1936} parole success o fuilure HR 68 6
Schofield & Garrard (1975) performance in medical school HR % .
Sehofield (1970) perfurmance in medical school deviation score 007 —0.06
Schreck et al. {1986) diagnosis of acid-base disorders HR 55 100
Schwartz et al. (1976) diagnosis of metabolic illncascs HR ) 85
Shepiro (1977) rheumatic illness Q .20 0.15
Silverman & Silverman (1962) diagnosis of schizophrenia HR 55
Smith & Lanyon (1968) jovenile criminal recidivism HR 52
Speigclhalier & Kaill-Jones (1984) sis of dyspepsia ROC 08S 083
Stephens (1970) chizoplirenia prognusis and course corr 051 029
Stoment & Finney (1953) assauliive behavior corr 0.00 057
Sution (1989) dingnosis of abdominal pain HR 6 57
Seucko & Kleinmuntz (1981) lie detection corr [} 042
Taulbee & Snm (1957) psychiatic diagnosis HR &3 63
Thompson (| juvenile delinquency HR 64 91
Truesdell & B.m 1957) academic dropouts HR 71 5
Ullman (1958} course of group home placement HR 59 78
Walters et al. (1988) malingering HR 56 %
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Source 71 - Table 1 (continued):

Table 1 (continued)

Accuracy

Citation Predictand Accuracy statistic Clinical Mechanical

Warmer (1964)

Watley & Vance (1963)
Webb et al. (1975)
Wedding (1983)

Weinberg (1957)

Wemer et al. (1984)

Wexer et al. (1975)
Wiggins & Kohen (1971)
Wilkinson & Markus (1989)
Wittman & Steinberg (1944)
Wormith & Goldstone (1984)
Yu etal. (1979)

diagnosis of congenital heart disease HR 6 6
college achievement and leadership HR 59 7
occupational choice HR 35 55
diagnosis of cerebral impairment corr 074 084
personality characteristics corr 041 065
assault by psychiatric inpatients corr 0.14 056
‘medica] diagnosis HR 65 85

minor ps
psychiatric prognosis HR a1 68
criminal recidivism corr 021 039
optimality of treamment for meningitis HR 30 65

Note. For Accuracy Statistic, HR = hit rate (nearest %), corr = correlation coefficient (generally Pearson), ROC = arca under Receiver Operating
Characteristic curve.

The paper also found that:

“Similarly, training and experience (amount of
training, general experience in the field,
specific

significantly predict the degree of superiority

task-relevant experience) do not

of mechanical over clinical prediction.”

and that:

“When results of an interview are used as
predictive data, the ES favors the mechanical
prediction more than when no interview is
available [with interview, weighted M + SD =
0.224 + 5.06, without interview, 0.070 = 2.29,
((134) = 5.02, p <.0001].”

So when clinicians were given an interview of
the subject, their predictions become worse
because the interview is introduced to all sorts
of extraneous clues which aren’t statistically
validated.

Another interesting result:

“Use of medical data (physical examination,
laboratory tests) as predictors is associated
with smaller differences [with medical data,
weighted M = SD = 0.083 + 3.00; withoul
medical data, 0.16 £ 3.61, ((134) = 2.66, p <
.009]”

So when experts were given medical data,
their predictions improved, but the expert

predictions when given medical data were still

inferior to SPRs that did not have access to the

same data.

There is also reason to believe that SPRs

would beat experts even more severely in

modern day than they did back then:

1. Increased computer hardware power

2. More refined statistical algorithms; more
data is available, more algorithms have
gone under more testing over time, and
computers never forget unless somebody
forgets to make a backup or something.

Source 1170:
This

examined three experienced

paper
pathologists (and a fourth judge which was the
average of the three) who assessed the severity
of cancer in 193 patients based on 5 point
scales of various symptoms that they deemed
important. Severity, if accurately assessed,
should significantly negatively correlate with
survival time, but this was not true for any of
the pathologists. In fact, the severity rating of
the average of the three doctors (judge 4) had a
non-significant and positive correlation with

survival time:

Source 1170 - Table 1:

TABLE 1
CORRELATION OF GLOBAL JUDGMENT wiTH SURVIVAL Tive

Global-survival time Global-log survival time

Judge r % r ”
1 —.002 000 —.038 .002
2 .116 .012 .098 .010
3 —.139 019 —.127 .016
4 143 .020 .072 .005

Note: All 7’s based on n = 193; r needed for significance at p < .01 is .179.

47


https://sci-hub.se/https://doi.org/10.1007/s10459-008-9101-y
https://lh3.googleusercontent.com/keep-bbsk/AGk0z-OiGdDiLd4PI5U4Hpl90Ve1RZqkvgjjtg-JQzL0C5dhfAV9MIImesMhkPz8SoZlodQ_sTBTIIvJQHVoLd0kBjh9AGim13-PjHBciZk=s1227
https://scihubtw.tw/https://doi.org/10.1016/0030-5073(72)90009-8
https://scihubtw.tw/https://doi.org/10.1016/0030-5073(72)90009-8
https://lh3.googleusercontent.com/keep-bbsk/AGk0z-M-ic4B1M8Midnar3jitIVu0ZCP2RwtpLZWDCQ5WSVJJsWtTE7BKdiNyBtjbbRBGB31IW4dp_gapM6zrprSz9znGUP7A05vu493kMY=s988

Moreover, using the same symptom ratings as
the doctors, a computer algorithm was able to
significantly predict survival rates. This
implies that the doctors had useful information
available to them, but combined and weighed
that information in such a way that they failed
to utilize any of its predictive validity:

Source 1170 - Table 3:

TABLE 3
Tunue Mopsis ¥or Prepiering Sunvivar True UsiNg CoMpoNENTS
D WITHOUT THE GLOBAL JUDGMENT

Cross-VALIDATION ¥OR

Comp Components + global judgment
" Ghew G Dk Lmer  Com Dig.
g R m & R R ® & )3 R 'S R P
T - .258* . 066 320* 103 380* 145 150 .023 .202* U&? —?‘J: ) .71‘."51
2 .22 048 71 029 203* 086 B31% 1 250 063 340 116

3 201 040 .195 038 229 052 149 022 135 018 191 036
4 249 062 .273% 074 350% 122 295 087 278% 077 37t 142

Note: The original ssrple was n = 100 and the cross-validated sample was n = 93.
*p < .0L

Even when using all the judges ratings at once,

they added little to the predictive validity of

the model:
Source 1170 - Table 5:
TABLE 5
Resuurs ror MurripLe Jupces oN INtTian Fir ANp Cross- 0N
Components + global judgment
- TLinear Conj. Disj. Linear c:, u.; T
R ; - R R - R T R yid - R R R R

Initial fit 453 205 510 .260 549 301 521 271 510 .260 560 .314
Cross- 202 .04 210 .04 .363% 132 287 083 180 032 396* 157

valid

Not n 7 = 193. Cross-validation done on 7 = 100 for initial fit and n = 93 for cross-validated sample.
*p < .01 for cross-validated sample.

Source 1171:
This paper had 9 physicians estimate the
probability of pneumonia developing in 1,531
patients. The main result suggests that the

doctors were only marginally more accurate

than guessing at random would have been:

Perfect
Calibration— 7

0
0

—

%o Redogrophialy
ssiged Preumenia
¢ N

Observed
Calibration

1O =0 so ks sSo
Subjective Probabitity of Prneumonia
Figure 7. Relationship between physicians’ subjective

probability of pneumonia and the actual probability of
Pneumonia.

Source 1172:
This paper had doctors predict the probability
that patients with heart disease would survive
over the next one and three year periods.
Doctors assigned a roughly equal probability

to patients who ended up living and those who

ended up dying:
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Figure 1. Selected percentiles of the distributions of one- and
three-year survival probabilities predicted by the doctors and the
model. At one year, 53 of the 350 patients (15 percent) had actually
died, and at three years, 110 of the 350 patients (31 percent) had died.

Thus, Doctors seem pretty bad at predicting
things like whether you have a disease, how
severe your disease is, and whether you will
live for the next few years given your disease.
Source 1173:

Turning to economics and finance, this paper
analyzed the returns to stocks after sorting
them by long term growth forecasts given by
financial analysts. The highest returning stocks
were those in the bottom 10% of projected
growth while the weakest returns were seen
among stocks in the top 10% of expected

growth, suggesting that one could make
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significant gains by treating financial experts
as sort of ‘anti-experts’:

Source 1173 - Figure 1:

Raw Return
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Figure 1. Annual Returns for Portfolios Formed on LTG. In
December of each year between 1981 and 2015, we form decile
portfolios based on ranked analysts' expected growth in earnings per
share and report the geometric average one-year return over the
subsequent calendar year for equally-weighted portfolios with
monthly rebalancing.

Source 1174:

This paper reported on 40 professional
economic forecasters who were surveyed
yearly from 1968 to 1988. They could sort of
predict recessions that were just about to
happen, but if the period was more than a
couple months, their predictive accuracy
quickly fell to something similar to what we’d
expect if they were guessing randomly:

Source 1174 - Exhibit 1:
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Source 1174 - Exhibit 1 (Continued):

FORECAST HORIZON: TWO QUARTERS AHEAD
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Exhibit 1. Calibration plots of the pooled forecast data for each
forecast horizon (QO to Q4). The numbers inside the plots represent
the frequencies of the forecast categories. Also, the sizes of the
bubbles are proportional to these frequencies. The horizontal line in
each frame represents the base rate (d) of recession; it equals the mean
of the outcome variable d for the data in each forecast horizon.

Source 1175:
This paper compared the ability of experts
(behavioral  economists and  relevant
psychologists) and non-experts to predict the

results of behavioral experiments aimed at
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changing the degree of effort people put into
various tasks:

Source 1175 - Table 3:

Table 3. Accuracy of Forecasts by Group of Forecasters versus Random Guesses

Average y of % Wisdom of Crowds:
Accuracy (and Mean Forecasters  Using Average of Simulated
s.d) of Forecast Doing Better  Group of Forecasters, Mean
Individual (Wisdom of Than Mean and s.d.)

Forecasts Crowds) _ Forecast Groupof 5 Group of 20
1) (2) (3) (4) (5)
Panel A- Mean Absolute Error
Groups
Academic Experts (N=208) 169.42 (56.11) 93.48 4.33 113.98 (23.15) 98.80 (11.68)
PhD Students (N=147) 171.42 (76.05) 91.65 8.16 117.99 (31.07)  97.78 (14.43)
Undergraduates (N=158) 187.84 (85.97) 87.86 3.16 115.46 (35.30) '94.80 (17.80)
MBA Students (N=160) 198.17 (86.04) 100.72 811 129.31(34.34) 110.65(17.05)
Mturk Workers (N=762) 271.57 (144.81) 146.93 17.85 173.01 (68.21) 15093 (39.57)
Benchmark for Comparison
Random Guess in 1000-2500 415.99
Random Guess in 1500-2200 22463
Panel B. Mean Squared Error
Groups
Academic Experts (N=208) 49822 (34087) 12606 288 20046 (7894) 14438 (3234)
PhD Students (N=147) 53081 (50081) 11980 6.12 21365 (11268) 13895 (4142)
Undergraduates (N=158) 60271 (61112) 9769 253 19883 (12267) 12336 (4645)
MBA Students (N=160) 69855 (63213) 13334 3.90 24676 (12661) 16156 (4781)
Mturk Workers (N=762) 128801 (130473) 23660 9.71 44747 (32929) 28931 (13868)
Benchmark for Comparison
Random Guess in 1000-2500 249534
Random Guess in 1500-2200 75423

Panel C. Rank-Order Correlation Between Actual Effort and Forecasts
Groups

Academic Experts (N=208) 0.42 (0.32) 0.83 4.81 0.65 (0.18) 0.76 (0.09)
PhD Students (N=147) 0.48 (0.30) 0.86 6.80 0.70 (0.18) 10.80 (0.09)
Undergraduates (N=158) 0.45 (0.31) 0.87 5.06 0.69 (0.17) 0.80 (0.09)
MBA Students (N=160) 0.37 (0.33) 0.71 18.52 0.56 (0.21) 0.67 (0.11)
Mturk Workers (N=762) 0.42 (0.35) 0.95 0.26 0.69 (0.20) 0.87 (0.07)

Benchmark for Comparison
Random Guess in 1000-2500 0.00
Random Guess in 1500-2200 0.00

Panel D. Correlation Between Actual Effort and Forecasts

‘Groups
‘Academic Experts (N=208) 0.45 (0.29) 0.77 9.41 0.64 (0.16) 0.73 (0.09)
PhD Students (N=147) 0.51 (0.28) 0.86 486 0.72 (0.15) 0.82 (0.07)
Undergraduates (N=158) 0.49 (0.30) 0.89 3.90 0.72 (0.18) 0.84 (0.07)
MBA Students (N=160) 0.42 (0.32) 0.77 15.11 0.62 (0.19) 0.72 (0.09)
Mturk Workers (N=762) 0.43 (0.35) 0.95 0.00 0.70 (0.19) 0.88 (0.06)

Benchmark for Comparison
Random Guess in 1000-2500 0.00
Random Guess in 1500-2200 0.00

When accuracy was measured as mean

absolute error, the ranking of accuracy was
experts > phd students > undergrad students >
MBA students > MTurk Workers when
considering  individual  forecasts. = The
differences between experts and students was
small. When considering group forecasts, the
ranking of accuracy was undergrad students >
phd students > academic experts > MBA
students > Mturk workers. When accuracy was
measured as the correlation between predicted
and observed effort rather than mean absolute
error, the ranking was phd students >
undergrads > experts > Mturk workers > MBA
students when considering individual forecasts
and Mturk workers > undergrads > phd

students > experts = MBA students.

In no case was the rank order of prediction
what we would predict if we assumed
academia teaches people knowledge that
increases their understanding of the real world.
Source 1176:

Turning to lawyers, this paper found that a
sample of legal experts was only able to
predict the results of supreme court cases at a
rate modestly better than chance. Computer
models were far more accurate:

Source 1176 - Table 1:

TABLE 1: MACHINE AND EXPERT FORECASTS OF CASE OUTCOMES FOR
DECIDED CASES (N=68). ROW PERCENTAGES ARE IN PARENTHESES. THE
ESTIMATED (CONDITIONAL MAXIMUM LIKELIHOOD) ODDS RATIO 1s 2.073

(P=0.025, FisHER’s ExacT TEST).

Case Outcome Forecast

Correct Incorrect Total
Machine 51 (75.0%) 17 (25.0%) 68 (100.0%)
Experts 101 (59.1%) 70 (40.9%) 171 (100.0%)

Moreover, the accuracy of these legal experts
was largely driven by private attorneys.
Academics only had an accuracy rate of 53%,
scarcely better than random chance:

Source 1176 - Table 1:

FIGURE 5: PROPORTION CORRECT EXPERT FORECASTS OF CASE OUTCOMES
BY EXPERT BACKGROUND. THE FIGURE 1S BASED ON THE FOLLOWING
FORECASTS: 145 FORECASTS BY ACADEMICS; 26 BY PRACTICING ATTORNEYS;
84 BY EXPERTS WHO CLERKED FOR THE SUPREME COURT; 87 BY NON-
SUPREME COURT CLERKS; AND 34 FORECASTS BY EXPERTS WHO CLERKED
FOR A CURRENTLY SITTING JUSTICE.
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Source 1177:
With respect to psychologists, it’s been shown
that only 16% of developmental psychologists
were able to correctly predict that self control
had increased among children over the last 50

years:

Source 1177 - Figure 2:

Expert Prediction of Change in Children's DoG Over 50 Years

Contrasting Forces

7%

No change:
20% N
Decrease:
52%

\ 3
“\_ Not enough Info:
Increase: 5%

16%

Fig. 2. N = 260. All participants who selected ‘no change’ (32%) were subse-
quently asked if this was because there was no change in DoG time, contrasting
forces pushing ability up and down, or if there was not enough information to
tell.

Source 1178:
This paper asked a range of social scientists to
predict how the COVID-19 pandemic was
going to impact things social scientists study
(e.g. depression rates, political polarization,
etc.). Said social scientists (n=717) were no
more accurate than lay people (n=394) in their
predictions.

Source 1179:
Contrary to these findings, this paper looked at

the accuracy of 1,514 strategic intelligence

forecasts. The average deviation between the

objective and predicted probability of events
was 13%:

Source 1179 - Figure 4:
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Fig. 4. (Calibration curves before and after recalibration to t*.

This degree of calibration is higher than what
we’ve seen in other work. Unfortunately, there
was no non-expert control group, so it is hard
to judge how impressive this result really is. It
should also be noted that these were short term
predictions (59% under 6 months and 96%
under one year) which probably increases
accuracy [1180].
Source 1181:
This is a good overall book on the subject.

There is a lot in it to unpack, but it is

noteworthy that there is an inverse relationship

51


https://scihubtw.tw/https://doi.org/10.1016/j.intell.2020.101451
https://scihubtw.tw/https://doi.org/10.1016/j.intell.2020.101451
https://lh3.googleusercontent.com/keep-bbsk/AGk0z-O-LwJYNmHxsUM6e_zpBASXr54IfeOYrgvC1GbqaaCU_v0w9AOHOg_O_DlE_2WNlpqIPRaFTeUG76TwajSXxxb5JoEudigfZ1FyFig=s805
https://psyarxiv.com/g8f9s/
https://scihubtw.tw/https://doi.org/10.1073/pnas.1406138111
https://scihubtw.tw/https://doi.org/10.1073/pnas.1406138111
https://lh3.googleusercontent.com/keep-bbsk/AGk0z-OZmG9WE1OQLqGIJS5A3H3iHHjRjhpE5OIH4Gv2Aezy99rn1E-kF89NbL7UCzPH1058vq9gca2g02Nzavc-imOhAvc2Gx_s2nlpp4I=s750
https://scihubtw.tw/https://doi.org/10.1073/pnas.1412524111
https://b-ok.cc/book/1101127/5d24c5

between the qualities associated with good
judgement, and the qualities valued in Media

pundits.

This research literature is imperfect. The
samples are limited and we might like to test
other sorts of predictions that have not been

studied. But the totality of available evidence

suggests that academic experts in fields like
finance, economics, psychology, law, and
medicine, either can’t predict reality well at
all, or can’t predict reality significantly better
than interested non-experts. Overall, the
evidence on predictive accuracy is another
arrow pointing in the direction of our

reasonable priors [more here].
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Summary:

Intelligence is important, so important that we
call ourselves Homo-Sapiens, which is Latin
for “wise man” [999]. So what is intelligence?
Is it processing speed? Reaction time?
Working memory? Verbal ability? Spatial
ability? Humor ability? Rationality? Street
smarts? Emotional intelligence? Video game
abilities? Nobody has ever been able to come
up with an assessment for any sort of cognitive
ability which does not correlate with the rest
of them [more here]. The intercorrelations are
caused by a general underlying factor of
intelligence [more here], and it consistently
explains 30-50% of variance in a battery of
cognitive ability tests [140]. The general factor
also appears to be a genuine human trait rather
than things like socioeconomics, education,
culture, etc being general variables which
affect many initially independent intelligences
thereby causing them to all correlate with each
other [more here]. Given this, we are
statistically forced to accept the general factor
of intelligence as measuring intelligence, at
least to some degree, regardless of which
cognitive ability we insist upon defining as
intelligence.

Intelligence is a substantially heritable,

substantially polygenic trait, with millions of

genetic variants contributing to variance in

intelligence [more here], with ~50% of
variance in an IQ battery during childhood
being caused by variance in genetics, ~80% of
variance being due to genetics in adulthood,
and heritability being ~90% for the general
factor [more here]. The classical twin method
is generally valid [more here], and our

heritability ~ figures nationally

apply to
representative samples [more here]. Many
neurological influences on intelligence have
been discovered [more here], and individual
genetic variants appear to be tiny general
factors, each explaining a small amount of
variance in all tests [more here].

As we should predict from the trait’s
generality, intelligence is probably the best
predictor of life success [more here],
influencing everything from educational and
occupational success, to self control, to
financial decision making, to longevity, to
criminal behavior and beyond. This stated, the
general intelligence factor is by no means the
only important influence [more here]. High
intelligence doesn’t guarantee correctness;
although it increases the likelihood of rational
thinking, it doesn’t matter how smart you are

if you don’t stop to think.
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Statistical Validity:

Imagine going to a local gym with a clipboard
to record how much weight everybody can lift
across a diverse series of different exercises,
(lift 1, lift 2, and so on) and then testing for all
of the correlation coefficients (r) between
performance in every single exercise and
performance in every single other exercise.
This is done, and it produces the following

correlation matrix (fictional example):

Lift 1 2 3 4 5 6 T 8 a9 m n 1st

PC
1 1.0 83
2 87 10 B0
3 72 58 10 B0
4 J0 |58 68 10 75
5 5163 50 42 10 70
6 A5 46 45 39 43 1.0 70
7 A48 43 BE 45 41 M4 10 B8
] 49 62 B2 46 48 45 30 1.0 68
] 46 40 36 36 031 32 47 23 10 .56
w0 32 40 32 29 36 68 33 41 4 10 .56

n 32 33 26 30 28 36 28 26 27 26 10 48

Note that every single correlation in the matrix
is positive, meaning that high performance on
any given lift is associated with high
performance on any other given lift, with
higher correlations meaning a stronger
association. In a sense, every single lift
variable is a general factor which measures
every single other variable to some degree.

Lift 1 explains 100% of the variance in lift 1

(r* = 1), it explains 44.89% of the variance in
lift 2 (r* = .4489), 51.84% of the variance in
lift 3 (> = .5184), and so on. Add the r?
statistics together, and we get 3.8068. Divide
by the number of variables in the matrix, 11,
and lift 1 explains ~34.61% of variance in the
lift correlation matrix. If we do the same for
lift 2, we don’t quite get the same result. Lift 2
tends to correlate with all the other variables
less strongly than does lift 1, r* statistics added
together equal 3.5101, and lift 2 explains
31.91% of variance in the dataset.

Zach is able to curl 1 gram more than Evan.
Given this information, would we predict Zach
to bench more and squat more weight, or
would we predict Evan to do so? If forced to
pick one or the other, we would choose Zach,
but we wouldn’t be very confident in our
prediction. If on the other hand, 10,000 Zachs
could, on average, bench press 50 kilograms
more than 10,000 Evans can on average, and if
we observed that the more that a lift predicts
other lifts, the larger the Zach-Evan strength
gap in terms of said lift is, then we would be
very confident in saying that the group of

Zachs is stronger than the group of Evans.

57


https://lh3.googleusercontent.com/keep-bbsk/AGk0z-OIK424IHNmD0LbzU2nyaNbJi-jVzKpWvmvJqhReRezVWgO4i5fohDfA53Kaj1BxGpeLayKo_F33P9xFrUgdIPAdJKeqs-gV4aSrWA=s457

Factor Analysis:

How might we explain the pattern of
intercorrelations? A statistical tool called
Factor Analysis was developed by Charles
Spearman to help answer such a question.
Essentially, factor analysis is applied to a
correlation  matrix, post-hoc, to posit
imaginary mediating variables to account for
the variance in the correlation matrix with a
smaller number of variables than exists in the
raw correlation matrix. Here is a simpler

matrix to consider:

Variable: I: 2: 3:
1: 1.0 - -
2: 1.0 1.0 -
3: 1.0 1.0 1.0
With the three wvariables all correlating

perfectly, many would say that the three
shouldn’t even be considered to be separate
variables. Given this, an obvious option that
we have is to posit a single general variable
(which we will abbreviate as “g”) which

perfectly correlates with all three variables:

Variable: 1: 2: 3: g:
1: 1.0 - - 1.0
2: 1.0 1.0 - 1.0
3: 1.0 1.0 1.0 1.0

[(IP=2]

In factor analysis, “g” would be referred to as

a latent variable or latent factor. Latent
variables are defined by the regression
equations which are applied to raw measured
variables in order to “predict” the latent
variable. In other words, latent variables are
defined by the statistical weights of measured
if all measured

variables, meaning that

variables in the regression equation are
standardized (expressed in z-scores), a latent
variable is defined by the degree to which it
correlates with the raw measured variables. In
factor analysis, the degree to which a latent
variable correlates with a measured variable is
referred to as the degree to which said
measured variable “loads” on said latent
variable. In our example, variable 2 loads 1.0
on g. 1.0 is the “g-loading” of variable 2. 1.0 is
also the g-loading of variables 1 and 3. A
single general variable isn’t our only
explanatory option. If we wanted to, we could
actually further complicate the raw correlation
matrix. In our example table, we could posit a
latent variable (gl) which correlates at 0.5
with all of the measured variables, meaning
that it explains 25% of variance in every
individual variable, and 25% of variance in the
entire dataset. We could also posit a second

latent variable (g2), which correlates at 0.0
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with gl, but which also correlates at 0.5 with
every single measured variable. With the two
latent variables put together, we can explain
50% of variance in the dataset. With four such
uncorrelated latent variables which load on
every observed variable at 0.5 (gl, g2, g3, &

g4), we could explain 100% of variance:

Variable: I: 2: 3:
1: 1.0 - -
2: 1.0 1.0 -
3: 1.0 1.0 1.0
gl 0.5 0.5 0.5
g2 0.5 0.5 0.5
g3 0.5 0.5 0.5
g4 0.5 0.5 0.5

We can also relax the requirement that latent
variables be uncorrelated with (orthogonal to)
each other, and posit latent variables which are
exclusively defined by their loadings upon
other latent variables, leaving us with oblique
factors rather than orthogonal factors. Say for
example that g1 correlated with g2, g3, and g4,
each at 0.1; this common variance could be
posited to be a third-order latent variable, with

gl, g2, g3, and g4 being second-order

variables, and the measured variables being
first-order variables. Given the factor loadings
remaining as previously defined, such multiple
collinearity would require more latent
variable(s) to be posited if we are to explain
100% of variance with latent variables.

We could also keep the requirement of
orthogonality and simply say that a third order
general factor is a sort of meta-property of the
correlation matrix, that it explains 100% of
variance in the measured variables, and loads
at 0.5 on all of the second-order latent
variables despite all of the second-order latent
variables loading at 0.0 on each other.

This is the basic goal of factor analysis, to
posit explanatory latent variables. A lot of the
details of the technique have to do with the
decision sequence (factor count, extraction
method, rotation method, etc) determining
what rules that factors are to follow before
variables are actually posited. This is done in
an attempt to make sure that factors are
interpretable or sensible. For guides to factor

analysis, see sources 175 (cited 4443 times!)

and/or 176 (cited 14796 times!).
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The Positive Manifold:

The first example correlation matrix is actually

real intelligence test data from source 174:

Source 174 - Table 19.1:

Principal Components Analysis:

(@) v N 1 C PA BD A

Vocabulary

Similarities 67

Information 72 59

Comprehension 70 58 59

Picture arrangement 51 53 S50 42

Block design 45 46 45 39 43
Arithmetic 48 43 55 45 41 M4
Picture completion 49 52 52 46 48 45 30
Digit span 46 40 36 36 .31 32 47
Object assembly 32 40 32 .29 36 58 .33

Digit symbol 32 33 26 .30 .28 .36 .28

PC DSp OA IstPC

83
.80
.80
75
.70
.70
.68
.68

23 56
41 .14 .56
26 27 25 48

In this table, the first principal

component

(“1st PC”) is basically a general latent variable

which is common to all intelligence tests

assessed in the sample. In this example, “1st

PC” explains 48% of all variance. This

finding, that scores on every single

intelligence test ever created correlate with

scores on every single other intelligence test

ever created, is referred to as the positive

manifold, and is the most well

replicated

finding in all of psychology. Source [140]

reviews the correlation matrices of over 450

factor analytic studies and finds

a general

factor of intelligence to be a universal, finding

consistently that the general

factor of

intelligence (“g factor” or “g”) consistently

explains 30-50% of variance in any given test

battery. This is a more impressive

proportion

of variance to explain than many initially think

because about 30% of variance is explained by

test specificity, and about 10% of variance is

“1st PC” in source 174 - Table 19.1 means
first  principal component.  Principal
components analysis finds the
mathematically largest possible amount of
variance which is common among all
variables in a dataset, and posits it to be a
latent  variable: the first principal
component. After the first principal
component is  extracted,  principal
component analysis creates a new
correlation matrix showing what all of the
intercorrelations would look like if the first
principal component were held constant.
The mathematically largest possible amount
of common variance in the new matrix is
then posited to be the second principal
component, a third matrix is created, and so
on until enough principal components have
been extracted that no associations between
any of the measured variables remain when
all principal components are controlled for.
There is controversy over the use of
principal components analysis because
principal components are almost certainly
overfitted to whichever dataset they were
extracted from because they find the
mathematically highest possible amount of
common variance that each principal
component can explain in a dataset, and the
concept of statistical error applies to factor
analysis too. The loadings of the measured
variables on each of the principal
components, according to  principal
components analysis, are almost certainly
larger than they “really” should be. For
more discussion of why, see the section on
confirmatory factor analysis [more here].
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explained by measurement reliability. The
specificity of any given test question (or test
item) is basically the degree to which
performance on a question gives researchers
absolutely no clue as to how somebody will
perform on any other question. Measurement
reliability is basically the degree to which
participants will randomly give different
answers when they take a test once, and then
take the same test again.
The positive manifold is not merely a western
phenomenon, it has been observed around the
globe [181] and even in other species [182].
Various intellectuals have taken issue with the
idea of a general factor of intelligence and
have attempted to falsify the idea of it by
explicitly setting out to create batteries of tests
which do not produce uniformly positive
correlations when tested. Despite the best
attempts of psychologists for over a century,
the g-factors of sufficiently large and diverse
test batteries are highly correlated, pointed in
roughly the same direction. The most
straightforward was to test this is to employ
latent variable modeling (SEM/CFA) and
correlate the general factors from different 1Q
batteries. However, there is one study which
does something perhaps more illustrative:
Source 238:
In this paper, Thorndike conducted a study

which was explicitly designed to test the

Test Specificity:

High test specificity may arise, for example,
if an incorrigible idiot is obsessed with
horses, knows a lot about them, and answers
questions about them correctly despite being
relatively ungifted in actual cognitive
abilities.

It doesn’t matter how smart somebody is in
the sense that they may be wrong about
many things if they never stop to think
about them.

This
consideration: one occurrence of potential

also invites an  interesting
possibility may be that certain people have a
greater tendency to stop and think about
things, and may in turn tend to score better
on tests of knowledge because of this even
beyond the

opportunity that such people experience.

degree of educational
Such behavior would turn this kind of test
specificity into common factor variance, and
this is indeed something that people do to
different degrees. Source 350 for example
puts the heritability of independent reading
at 62% for 10 year olds and 55% for 11 year
olds. In his book [140], John Carroll argues
for a three stratum hierarchical theory/model
of cognitive abilities, with first-order
measured tests at the bottom, second-order
oblique factors in the middle, and the third
order general intelligence factor (g) at the
top. The most widely accepted model of
intelligence, the Cattell-Horn-Carroll model
of intelligence now includes both several
fluid (low information load) and crystallized

(high information load) abilities [259].

stability of a test’s g-loading in multiple

batteries (i.e. if we put the same test in two
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different non-overlapping test batteries, and
extracted that test’s g-loading from both
batteries, how similar will the g-loadings be?).
Thorndike started with 65 highly diverse tests
used by the U.S. air force, he took a random
48 of them, and he randomly divided the 48 of
them into 6 test batteries, with 8 tests in each,
and with none of the 48 tests in more than one
battery. Then, with the 17 tests not in any
battery, they were inserted one at a time into
all 6 batteries. The average correlation
between g-loadings for all 17 tests was .85.
From eyeballing the g-loadings in source 238
Table 2, it also seems like the most g-loaded
tests were the ones whose g-loadings were
most stable across batteries. If a g factor
extracted from one of the batteries was itself
treated as a probe test to be inserted into the
other 5 batteries, the stability of its g-loading
would likely be much higher.

Source 238 - Table 2:

Table 2. Factor loadings of 17 classification tests when inserted inosix
different matmces
Matrix
Test I 2 1 4 5 &
1. Spatial orientation [I 63 65 63 38 51 62
2. Reading comprehension 61 47 54 53 52 oM
3. Instrument comprehension 4% 56 63 51 49 s%
4. Mechanical principles 43 61 39 47 33 57
5. Speed of identification 52 48 48 51 59 53
6. Numerical operations [ 48 26 40 40 50 50
7. Numerical operations 1T 52 32 46 46 51 55
8. Mechanical information 2030 26 18 DR 49
9. General information O3 3527 Iy 48
10. Judgment 431 3% W 3T W 5]
1. Arithmetic ressoning 61 4% 36 53 51 A2
12 Rotary pursuit 2003 33 M4 M4 M
13, Rudder control 12 28 2% 15 (@ 2%
14. Finger dexternty 34015 3 35 1w
15. Complex coordination 46 51 57 51 44 54
16. Two-hand coordination A L T K
17, Dscrimination reaction time 52 35 A1 59 60 6l

This is strong, clear evidence that the
g-loading of a subtest is not dependent on the
test battery context in which its g-loading is
derived, and this result has been replicated at

least twice over [1210 & 1211].

Thurstone:

In a famous study published in 1938 [504],
Thurstone claimed to have developed a test of
seven independent mental abilities, these being
verbal comprehension, word fluency, number
facility, spatial visualization, associative
memory, perceptual speed, and reasoning.
However, the “g men” quickly responded, with
Charles Spearman and Hans Eysenck
publishing papers [505 & 506] showing that
Thurstone’s independent abilities were not
independent, indicating that his data were

compatible with Spearman’s g model.
Guilford:

The idea of non-correlated abilities was taken
to its extreme by J.P. Guilford who postulated
as many as 160 different cognitive abilities.
This made him very popular among
educationalists because his theory suggested
that everybody could be intelligent in some
way. Guilford’s belief in a highly
multidimensional intelligence was influenced
by his large-scale studies of Southern
California university students whose abilities
were indeed not always correlated. In 1964, he
reported [507] that his research showed that up
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to a fourth of correlations between diverse

intelligence tests were statistically
insignificant. However, this conclusion was
based on bad psychometrics. Source 508
reanalyzed Guilford’s data and showed that
after correction for statistical artifacts such as
range restriction (the subjects were generally
university students), the reported correlations

are uniformly positive.

British Ability Scales:
The British Ability Scales were carefully
developed in the 1970s and 1980s to measure
a wide variety of cognitive abilities, but when
the published test data was analyzed [509], the

results were disappointing:

“the solutions have

surprisingly small number of common factors.

yielded perhaps a

As would be expected from any cognitive test
battery, there is a substantial gemneral factor.
After that, there does not seem to be much

common variance left”

This 1is

despite the scales deliberately

including tests with ‘purely verbal’ and
‘purely visual tasks’, tests of ‘fluid’ and
‘crystallized” mental abilities, tests of
scholastic attainment, tests of complex mental
functioning such as in the reasoning scales and
tests of lower order abilities as in the Recall of

Digits scale.

CAS:
The Cognitive Assessment System (CAS)

battery is based on PASS theory, which draws

heavily on the ideas of Soviet psychologist
A.R. Luria. It disavows g, asserting that
intelligence consists of four processes called
Planning, Attention-Arousal, Simultaneous,
and Successive. The CAS was designed to
assess these four processes.

Source 510 did a joint confirmatory factor
analysis of the CAS together with the WJ-III
battery, concluding that notwithstanding the
test makers’ aversion to g, the g factor derived
from the CAS is large and statistically
indistinguishable from the g factor of the
WI-III. The CAS therefore appears to be the
opposite of what it was supposed to be: an
excellent test of the “non-existent” g and a
poor test of the supposedly real non-g abilities
it was painstakingly designed to measure.
Independently, source 242 tested the CAS and
the Woodcock-Johnson on 155 students
between 8 and 11 years of age with joint
factor and the

confirmatory analysis,

correlation between g factors was .98.

Triarchic Intelligence:

Robert Sternberg introduced his “triarchic”
theory of intelligence in the 1980s and has
tirelessly promoted it ever since while at every
turn denigrating the proponents of g as
troglodytes. He claims that g represents a
rather narrow domain of analytic or academic

intelligence which is more or less uncorrelated

with the often much more important creative
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and practical forms of intelligence. He created
a test battery to test these different intellectual
the

that three

highly

domains. It turned out

“independent” abilities were
intercorrelated, which Sternberg absurdly put
down to common-method variance. A
reanalysis of Sternberg’s data by Nathan
Brody [511] showed that not only were the
three abilities highly correlated with each
other and with Raven’s IQ test, but also that
the abilities did not exhibit the postulated
differential validities (e.g., measures of
creative ability and analytical ability were
equally good predictors of measures of
creativity, and analytic ability was a better
predictor of practical outcomes than practical
ability), and in general, the test had little

predictive validity independently of g.

Piagetian Tasks:
The Swiss developmental psychologist Jean
Piaget devised a number of cognitive tasks in
order to investigate the developmental stages

of children. He was not interested in individual

differences (a common failing among
developmental psychologists) but rather
wanted to understand wuniversal human

developmental patterns. He never created
standardized batteries for his tasks. Source 512

studied a battery of 27 Piagetian tasks which

were completed by a sample of 150 children.

Factor analysis of the Piagetian battery yielded

a strong general factor underlies the tasks,

with g-loadings ranging from 0.32 to 0.80:
Source 512 - Table 1:

Table |
Correlations With Piagetian Composites of the Individual Tasks and Comparison
With the General and Group Factor Loadings
Factor
2 2 13
Ttem tasks tasks tasks General 2 3 4
Conservation of substance 826 845 865 i) 44 07 01
One-for-one exchange 697 72 734 66 4 -04 -05
Dissolution (weight) 592 SR 51 A4 09 2
Dissolution (substance) 701 716 699 65 31 13 03
Dissolution (volume) 369 36 02 -12 18
Conservation of weight 736 5 788 66 50 09 -03
Term-to-term correspondence 744 761 764 67 46 05 00
Class inclusion (animals 3) 354 547 52 19 50 -10
Class inclusion (animals 4) 685 668 66 13 52 =03
Class inclusion (animals 5a) 305 n -4 39 03
Class inclusion (animals 5b) 408 4 —06 4 06
Conservation of volume | 716 720 736 64 40 -06 15
Conservation of volume 2 454 4 -1 06 4
Rotation of beads 649 662 63 4 -05 06
Conservation of length Ut m 34 66 M 08 04
Conservation of length (rods) 75 798 838 67 57 05 01
Changing criterion 700 697 693 66 b 03 08
Conservation of liquid 759 783 812 68 54 -02 =01
Class inclusion (beads) 735 733 722 70 u 1 05
Disassociation (weight & volume) 746 708 658 0 04 08 k)
Intersection of classes 405 40 -02 09 12
Rotation of squares (1) 630 639 60 409 2%
Rotation of squares (2) 06 S04 48 0 -06 n
Two-three dimensions 608 614 56 A4 -09 15
Changing perspectives (mabile) 688 662 69 -06 1l 21
Changing perspectives (fixed) 827 816 m 80 12 08 18
Chemistry 671 660 66 08 0§ 16
Note. Decitnals have been omitted.

Is the Piagetian general factor the same as the
regular one? The same sample also took
Wechsler’s test. Scores were highly correlated,
clearly indicating that they measured the same
general factor. A small caveat is that the study
included an oversample of mildly mentally
retarded children in addition to normal
children. Such range enhancement tends to
inflate correlations between tests, so in a more
adequate sample the correlations and
gloadings would be somewhat lower. On the

other hand, the data have not been corrected
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or measurement error which reduces

correlations. Here are the correlations:

Source 512 - Table 2:

Intercorrelations of Three Piagetian Tests,
Wechsler Verbal and Performance 1Qs. and the
Academic Achievernent Composite
Test 2 3 4 5 6

1. Piaget—27 items — —_ 800 825 754
2. Piaget-22 items e 795 825 739
3. Piagei—13 items 763 798 719
4. Verbal 1Q 80s° 840
5. Performance

IQ 792
6. Achicvement

composite —_

When this correlation matrix of four different
measures of general ability is factor analyzed,
it can be seen that all of them load very
strongly (~0.9) on a single factor:

Source 512 - Table 3:

Table 3
Unrotated and Rotated Factor Loadings From the
Intercorreilations in Table 2

Unrotated Rotated
Test 1 2z A General 1 2
Piaget
(27-item) 894 —192 B36 873 273 005
Verbal 1Q 213 126 BRa49 890 054 - 230
Performance
10 906 —122 838 884 226 056

Academic
Achieverment 896 209 846 874 007 285

Note. Decimals have been omitted.

It can be said that a battery of Piagetian tasks
is about as good a measure of g as Wechsler’s
test. It does not matter at all that Piagetian and
psychometric ideas of intelligence are very
different and that the research traditions in
which 1Q tests and Piagetian tasks were
conceived have nothing to do with each other;

the positive manifold emerges without regard
to the type of cognitive abilities called for by a

test.

Video Games:

For the first time ever, a team of researchers
measured videogame scores and also gave the
participants standard 1Q tests [241]. It was
epic. The latent factors extracted from the
video game score data shared a high
percentage of common factor variance (81%)
leading to a general video game factor (VG).
The g factor extracted from classical IQ testing
highly correlated with general gamer epicness
(VG) at .93. The high correlations are all in
of the

spite restriction of range from

participants all being university

undergraduates.
Woodcock-Johnson:

The Woodcock-Johnson is another such test
that was originally developed without regards
to the g factor. It was originally developed for
the Cattell-Horn theory where intelligence is
posited to be best explained by fluid
intelligence, which is supposed to be pure
reasoning ability, and crystalized intelligence,
which is supposed to be how much
information somebody has memorized, and a
multitude of fluid and crystallized latent
oblique variables without a third-order g factor
on top. See source 515 for descriptions of the

tests. The 29 subtests of the revised 1989
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edition of the Woodcock-Johnson 1Q test are
all correlated [516].
Source 516 - Table 1.4:

Table 1.4: Pearsonian intercorrelation matrix, combined kindergarten to adult sample (decimals omitted). 29 variables from the
cati )

ical Manual (p. 345). Allen, TX: DLM

John B. Carroll did confirmatory factor
analysis on the WJ-R matrix presented above
to successfully fit a ten-factor model (g and
nine narrower factors) to the data. Loadings on
the g factor ranged from a low of 0.279
(Visual Closure) to a high of 0.783 (Applied
Problems). The g factor accounted for 59% of
common factor variance:

Source 516 - Table 1.5:

Table 1.5: LISREL estimates of orthogonal factor loadings for 29 variables on 10
factors (decimals omitted).
Stratum: 3 2 2 2 2 2 2 2 2 2
Factor: g GIr Gsm Gs Ga Gv Gec Gf Gq Lang h?
Factor No.: 1 2 3 4 5 7 8 ° 10
01 MEMNAM 478 695 — — — — — — — 712
02 MEMSEN 587 — 3% — — — — — — — 501
03 VISMAT 499 — — 709 — — — — — — 752
04 INCWDS 340 — - — 308 — — @ — — 210
05 VISCLO 27 — - - — 472 — @ — —  — 301
06 PICVOC s66 — — — — — 531 — — 602
07 ANLSYN 591 —_ —_ — —_ —_ —_ 213 _ _ 395
08 VISAUD 579 343 — — — — - = 453
09 MEMWDS 44— T82 — — — — —  — 791
10 CRSOUT 478 — @ — 539 — — - = 519
11 SNDBND 490 — o — 642 — - - — - 652
12 PICREC —_ - = = 260 = - - — 226
13 ORALVO 749 — - - - — 37 — — 703
14 CNCPTF 623 — — — — —  — 543 — 683
15 MMNADR 439 729 - - - — - - — 724
16 VSAUDR 404 320 — — — — —  — — 266
17 NMRVRS s — 2038 —  —  — 367
18 SNDPAT 436 — @ —  — 144 — - = = 211
19 SPAREL 580 @ — — — — 219 — — — — 384
20 LISCMP 619 — —  — — = 424 — — 563
21 VBLANL 761 — — — — — 162 052 —_ —_ 608
22 CALCUL 652 — - - — 432 612
23 APLPRB 783 - - - - — — — 335 — 725
24 SCIENC 651 —_ — — -— —_ 491 — —_ _— 665
25 SOCSTU 66 — — — . 48 — — 709
26 HUMANI 661 — — — — — 448 — — 107 649
27 WDATCK s87  — — — 273 — — — — 197 458
28 QUANCN 743 —_ —_ — — — 177 —_ 400 — 743
29 WRIFLU 549 286 — — — — — 685 852
sMsQ 9515 1235 810 875 602 338 1341 343 459 519 16037
FCCV 59.33 770 505 545 375 210 836 213 223 3.23 100.00
Measures of goodness cf fit for the whole mod:l
CHI square with 343 degrees of freedom = 1488.60 (p=0.000)
of fit uldrx 0.931; Ad]usled goodness of fit index =0.912
of the correlation matrix of Table 1.4, which see for full names of variables. Factor Names
Glr: Long Term Retricval: Gsm: Short-
ng; Gv: Visual-! prl al Thmis. ing; Ge:
q: “Lang: or
Multiple Correlation; SMSQ: Sums of Squares; %CCV: Percentages of Common Factor

This finding, that the g factor accounts for
more variance than all other factors put
together, again, is routine [140].

Eventually, the g factor was accepted and
the Cattel-Horn-Carroll

incorporated into

theory of abilities [259], by now the dominant,
unifying paradigm. The WI-III now also
features a g factor on top of the hierarchy.
Source 243 tested the Delis-Kaplan Executive
Function System and the WI-III Tests of
Cognitive Abilities on 100 children and
adolescents recruited from general school
classrooms. The correlations between latent
g’s were .99 and 1.00. The g factor from the

Woodcock-Johnson also correlates with the

CAS g factor at .98 [242].

Gardner’s “Multiple Intelligences”:
It seems that the only way to come up with an
intelligence which isn’t g-loaded is to redefine
physical prowess, or various personality
>. In 1983, Howard

Gardner published his book, Frames Of Mind

variables, as “intelligences’

[517] which outlined his theory of “multiple
intelligences* which included 7 “intelligence
modalities” — musical, visual, verbal, logical,
bodily-kinesthetic, interpersonal and
In 1995, he

>, and in 1999

intrapersonal (self-reflective).
added “naturalistic intelligence’

he added “spiritual / existential intelligence”.
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In a Q&A [519], Gardner describes his theory

as follows:

“The theory is a critique of the standard
psychological view of intellect: that there is a
single intelligence, adequately measured by
1Q or other short answer tests. Instead, on the
basis of evidence from disparate sources, |
claim that human beings have a number of
relatively discrete intellectual capacities. 1Q
linguistic and

tests assess

logical-mathematical intelligence, and
sometimes spatial intelligence; and they are a
reasonably good predictor of who will do well
in a 20th (note: NOT 21st) century secular
school.” ... “Belief in multiple intelligences
theory implies that human beings possess
several relatively independent computers;
strength in one computer does not predict
strength (or weakness) with other computers.
Put concretely, one might have high (or low)
spatial intelligence and yet that does not
predict whether one will have high (or low)

musical or interpersonal intelligence.”

Gardner incorrectly describes the standard
view. G-theorists do not say that the g factor is
the only latent variable, just that a general
factor exists, and is hugely important in that all
mental tests substantially load on it. Gardner is
also incorrect in claiming that 1Q tests stopped
being able to predict school grades in the year

2000 [518].

Those two falsehoods aside, this throws down
his disagreements. Gardner basically denies
any general intelligence factor whereas
mainstream intelligence researchers contend
that intelligence is both general and
specialized. However, this may not even
characterize Gardner, as Visser [521] notes
that Gardner has diluted MI theory somewhat
by incorporating the existence of g and
suggesting that the intelligences might not be
entirely independent.

One of the major difficulties in assessing
Gardner’s “multiple intelligences” theory is
that Gardner is opposed to psychometric
testing [520], so we have no way to measure
“multiple intelligences”, and he provides no
testable hypotheses that would support his
theory if confirmed and which would
disqualify his theory if nullified.

Following source 520, there was a back and
forth between Lynn Waterhouse and Gardner
where Lynn argues that Multiple Intelligences,
the Mozart Effect, and Emotional Intelligence
should be discarded because they are have no
supporting evidence and are contrary to
established findings [522, 523, 524, 525, &

526].
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Despite Gardner’s aversion to science, in
2006, Visser attempted to put the theory to the
test anyways [521]. g-loadings ranged from
0.03 to 0.75 as seen below:

Source 521 - Table 3:

Table 3
2 loadings of tests and correlations of tests with Wonderlic Personnel
Test (WPT)
Ability Domain  Test g-loading FOWPT)
Linguistic Opposites 0.50 (0.61)  0.41%* (0.56)
Vocabulary 0.54 (0.66) 0.47%* (0.64)
Spatial Map Planning 0.55 (0.61)  0.48%* (0.60)
Paper Folding 0.50 (0.57)  0.48** (0.62)
Logical/ Subtraction and 0.24 (0.25) 0.36%* (0.42)
Mathematical Multiplication
Necessary 0.70 (0.78) 0.67%* (0.83)
Arithmetic
Operations
Interpersonal Cartoon Predictions 0.37 (0.55) 0.23%* (0.38)
Social Translations 0.53 (0.56) 0.38%* (0.45)
Intrapersonal Accuracy 0.16 (N/A) 0.11 (N/A)
Consistency 0.27 (0.37) 0.27%*% (0.41)
Naturalistic Diagramming 0.75 (0.83) 0.59%* (0.73)
Relationships
Making Groups 0.57 (0.64) 0.38%* (0.48)
Bodily- Stork Stand 0.03 (0.03) —0.04 (—0.05)
Kinesthetic Mark Making 0.06 (0.06) 0.03 (0.03)
Musical Rhythm 0.18 (0.34) 0.08 (0.17)
Tonal 0.10 (0.24)  0.07 (0.19)
Values in parentheses are corrected for unreliability in the individual
ability tests only (for the g-loadings) or in both the individual ability
tests and the WPT (for the WPT correlations).
N=200. *p<0.05. **p<0.01, two-tailed.

Why  the near zero loading of

Bodily-Kinesthetic? The description of the
ability, and even its very name, should inspire

skepticism. To quote from the paper below:

“Gardner (1999) described this intelligence as
the potential of using the whole body or parts of
the body in problem-solving or the creation of
products. Gardner identified not only dancers,
actors, and athletes as those who excel in
Bodily-Kinesthetic but
craftspeople, surgeons, mechanics, and other

intelligence, also

>

technicians.’

So strength and dexterity are apparently now

redefined as “intelligences”.

Gardner has however dismissed Visser as
“failing to grasp the core of MI theory” [527],
to which Visser has responded in source 528.

Visser concludes with the following:

“it remains unclear to us what it is that MI
theory can explain about intelligence, above
and beyond what has already long been
known. Gardner could clarify this “core” for
us, by providing falsifiable, testable, MI-based
hypotheses that would predict results different
from those predicted by existing models of the
structure of mental abilities.”

Emotional Intelligence:
“Emotional Intelligence” is mostly just a
combination of intelligence and personality
measures [529], though it does have some
validity beyond the two and may be another
g-loaded factor like spatial ability, verbal, etc.
In the paper [529], the correlation between 1Q
and their operationalization of emotional
intelligence was .454. Combining 1Q with the
personality trait of agreeableness from the big
5 test, and with whether or not an individual is
female in a regression model created a
correlation of .617. However, psychometric
tests generally don’t have perfect reliability.
Say you measure the height of a bookshelf
once, and then do so a second time, a bunch of
people do so and the correlation between time

1 and time 2 is .95 instead of a perfect 1.0;

that’s measurement unreliability. Correcting
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for  measurement realibility in  the
IQ+Agreeableness+Sex composite brings the
correlation R? for emotional intelligence up to
.806. Further, a meta-analysis [530] looked at
prediction of job performance from EQ, and
its independent effect was smaller than that of
IQ+personality.

Humor Ability:

In this paper [494], a sample of 270 young

adults completed a battery of humor
production tasks and three of the second-order
abilities in the Woodcock-Johnson. The paper
found that the general intelligence factor
correlated with the paper’s operationalization

of humor ability at .51.

Street Smarts:

In a meta-analysis on the subject, source 377
found a .46 correlation between performance
on situational judgement tests (SJTs) of real
world problem solving and performance on

standard IQ tests.

The Rationality Quotient:

Intelligence is related to rationality and
skepticism towards unfounded beliefs [286].
In 2016, Stanovich, West, and Toplac came up
with a formal test of rationality (the CART) in
their book [376], which was supposed to be an
attack on IQ tests for not being the same thing
as rationality. However, their own data (table
13.11) their

shows  performance on

“Comprehensive  Assessment of Rational
Thinking” test to correlate with IQ at .695. So
with respect to critical thinking, IQ is strongly
correlated with formal tests of rationality that
gauge people’s propensity to incorrectly use
mental heuristics or think in biased ways:

Source 376 - Table 13.11:

Table 13.11
Correlation comparisons between the full-form CART (20 subtests), the short-form
CART (11 subtests), and the residual CART (9 subtests) in RT60

Residual
CART

Full-Formm Short-Form

CART CART

695 &7 620

546 474

319 253
489 _384
69 638

595 _806

260 —280
320 —.265
631 -508

One formal logical fallacy is the appeal to
authority fallacy (“the government says it

'?3

therefore it’s true!”). Source 378 conducted a
meta-analysis and found that people scoring
high on IQ tests were less likely than average
to be convinced by either conformity driven or

persuasion driven rhetorical tactics.

Standardized School Tests:

Standardized tests like the SAT, ACT, and
GCSE used for measuring performance in
schools are not designed to be diverse test
batteries that yield high quality g-factors, but
they also highly correlate with classical 1Q
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tests nevertheless (see next page). Similarly, a
meta-analysis [245] going over more than 200
samples totaling 105,185 students shows that
IQ tests strongly predict grades at .54. The
difference between standardized tests and
grades are that grades are more subject to
reference group effects where an A means
higher performance than the local peer group
but not necessarily higher performance than

nationally representative samples (i.e. an A

from one school may be equivalent to a C
from another school). This is one of the
reasons that equal predictive validity for two
groups can sometimes be sometimes evidence
of test bias against one of them. Strenze [253]
also did a large review of longitudinal studies
and found that IQ is actually slightly better at
predicting educational attainment than are

grades.

Source # Test: Correlation with 1Q: Sample Size:
246 SAT-Verbal 0.80 339
246 SAT-Math 0.70 339
246 ACT 0.87 339
247 SAT 0.86 917
247 SAT 0.72 104
248 SAT 0.58 97
249 GCSE 0.81 70,000

Others:

Source 239 tested 3 test batteries comprising
42 different cognitive tests as part of the
Minnesota Study of Twins Reared Apart. The
correlations between g factors were .99, .99,
and 1.00. The three tests were the
Comprehensive Ability Battery, the Hawaii
Battery, and the Wechsler Adult Intelligence

Scale. Each test battery utilizes many, highly

diverse operationalizations of intelligence (see
the report [239] for descriptions of the tests).
All 861 correlations between subtests,
regardless of test battery, were positive.

Source 240 tested 5 batteries on 500 Dutch
seamen. With the exception of the Cattell
Culture Fair Test, all of the correlations

between g factors were at least .95. The lowest
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correlation between g factors, coming from the
Cattell Culture Fair, was .77. The reason for
the results from the Cattell Culture Fair is that
it tests a very non-diverse set of 4 reasoning
tasks each of which were very similar tasks, so
it was more like a single g-loaded subtest than
an entire battery being tested. These high
correlations are in

spite of the range

restriction.

Source 244 tested six batteries on five samples
of children and adolescents with sample sizes
ranging from 83 to 200. Three correlations
between g factors exceeded .95, but two were
relatively lower at .89 and .93. The lower
results may be due to sampling error and

temporal changes related to growth.
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Alternatives To g-Theory:

Given the evidence [more here], the existence
of the positive manifold (the finding that
intelligence tests all intercorrelate) can be
appropriately characterized as scientific law in
psychology (a scientific law being a repeatedly
upheld observation, and a scientific theory
being a well supported narrative that attempts
to account explain the existence of many laws
parsimoniously). A general intelligence factor
could be posited as helping to explain the
pattern of observed intercorrelations, but as we
have noted, the mere finding of a positive
manifold, on its own, is not necessarily enough
to make a general factor of intelligence a
theoretical necessity [more here]. A general
intelligence factor is not necessitated by the
positive manifold alone because there are
alternative theories that, if true, could also
explain the positive manifold. These
alternative theories are known as “Mutualism”
and “Sampling Theory”.

Mutualism:

The first alternative theory, known as

“Mutualism”, posits that many intelligences
exist in humans which are initially
uncorrelated at birth, but which all assist each
other’s performance, causally affecting levels

of the other intelligences, and thereby making

all of the intelligences become correlated with
each other when they initially were not.

The most obvious prediction which is made by
Mutualism Theory, that intelligence tests will
gradually become more correlated from birth
until death, is not observed [1149]:

Source 1149 - Figure 2:

1.004
95

90 i
° °

) S [

85
80
754
70+
65
60—
551
50
45 <
40 -
35
30
25
204
154

OmegaH

10+

05

00 T T

0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90
Age

Fig. 2. Scatter plot depicting the association between age and the strength of
the g factor (age range: O to 90 years).

Source 1149 - Figure 4:
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Fig. 4. Scatter plot depicting the association between age and mean bifactor

g loading (age range O to 90 years).

Another problem for Mutualism which is
worth mentioning is that many experimental
interventions which aim to increase 1Q affect
the more specific variance in a test battery

rather than the more general Variance. This
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has been observed with adoption [306], the
Flynn Effect [274, more here], head start
programs [142],
retesting [275], deafness/blindness [952], and

cognitive training [276],

education [more here]. Additionally, when
individuals are taught to perform better on
tests or test items, this decreases test / item
g-loadings rather than increasing peoples’

general intelligence factor scores [275 & 416].

Sampling Theory:

The second theory to explain the positive
manifold is that there are many intelligences,
which may even be completely uncorrelated,
but that the positive manifold is an artifact of
test construction, meaning that performance on
any given intelligence test is dependent on
many independent abilities. Sampling theory
states that the intelligence tests are correlated
because they test performance on common
abilities rather than the abilities themselves

being correlated. Here is an illustration [7]:
Source 7 - Figure 5.2:

Figure 5.2. Tllustration of the sampling theory of al
represent ncural elements or bonds and the large
sets of elements (labeled A, B, and C). Corrclat

elements they sample in common, represented by the areas of overlap. The overlap of A-B-
C is the general factor, while the overlaps of A-B, A-C, and B-C are group factors. The non-
overlapping areas are the tests’ specificities. Source: Bias in mental testing by Arthur R.
Jensen, Fig. 6.13, p. 238. Copyright © 1980 by Arthur R. Jensen. Reprinted with permission
of the Free Press, a Division of Simon & Schuster, and Routledge Ltd

One sort of version of sampling theory could
be consistent with a completely biological

intelligence: if some people are smarter than

others because their neuron cells produce
protein A and/or protein B, then while the
ability to produce protein A may be a separate
ability from producing protein B, the
intellectual abilities that the proteins support
may require (sample) the production of both
proteins. This sort of a sampling theory is less
falsifiable and may not even conflict with a
unidimensionality of intelligence in a broader
task-oriented sense that the layman may
conceptualize the topic.

The first thing which should be mentioned is
that if it is the case the sampling theory is true
in a broad task-oriented sense, then we know
that this phenomenon is certainly unintentional
because various researchers have taken issue
with g-theory, explicitly set out to create
intelligence tests which are uncorrelated, and
failed to accomplish this [more here]. There
are also three more findings which likely
falsifty sampling theory, intentional or
unintentional, in the task-oriented sense.

The first of them is that if sampling theory, in
the task-oriented sense, is true, it would have
to explain why performance on incredibly
basic abilities, such as reaction time or sensory
perception, have positive g-loadings. Reaction
time, for instance, has a negative correlation of
-.18 to -.28 with g, meaning that smarter

people react faster on elementary cognitive

tasks [1150].
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The second of them is that tests which are
seemingly highly dissimilar in the task sense
are empirically highly correlated with each
other, as sampling theory in the task-oriented
sense should not predict [7 - pages 120-121].

Finally, the third and possibly most convincing
is that the g-loading of a given subtest is
mostly invariant with regards to which test
battery the subtest’s g-loading is calculated
from [238, 1210, & 1211]. This, as well as the

consistency of g factors derived from different
test batteries, are clear demonstrations that the
properties of g are largely invariant with

regards to test content.

What Is Intelligence?
the

Given findings thus  discussed,

explanations of the positive manifold
alternative to g theory fail. Intelligence is thus
a highly unidimensional trait, at least in the
broad task-oriented sense. Thus, this
unidimensionality should be represented as a
single variable, g, via factor analysis. Given
this, it doesn’t matter how we choose to define
intelligence. We could define intelligence as
school achievement, rationality, street smarts,
humor ability, emotional intelligence, working
memory, reaction time, video game scores, etc,
and it wouldn’t matter. Regardless of our
definition(s) of intelligence(s), theoretical
background(s), or operationalization(s) of

intelligence, the reality of g theory statistically

forces us to accept the general factor of
intelligence as measuring “intelligence”, at
least to some degree. So do IQ tests test
intelligence? Sort of, 1Q test batteries are just a

collection of tests with the highest g-loadings.

Confirmatory Factor Analysis:

Factor analysis, as thus discussed [more here],
has actually mostly been discussed in
reference to a specific type of factor analysis
called exploratory factor analysis. There is
another kind of factor analysis called
confirmatory factor analysis which aims to test
models of latent variables against each other in
a pre-hoc manner rather than a post-hoc
manner by utilizing fit statistics of explained
variance, or

significance. Essentially, in

confirmatory factor analysis, researchers
specify models of intelligence beforehand
(what all of the latent variables are and how
much they should correlate with each other
and with all of the raw measured variables),
and then use confirmatory factor analysis to
assess what the probability is that the various
models of intelligence could generate the
observed test data.

g-Theory performs well in confirmatory factor
analysis [514; 513, pp.125-156; 1151; 1152;
more covered with

here], the

Cattel-Horn-Carroll hierarchical model
explaining a substantial portion of variance. In

a sense, Carroll’s 1993 book [140] which used
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exploratory factor analysis was also illustrative
of this because the book showed that the same
patterns emerged in each of the 450+ datasets
in which it employed its EFA techniques.

However, it should be noted that factor
analysis (both exploratory and confirmatory) is
just a correlational statistical tool in the
general linear model [175 & 176], and
correlation is not causation. Confirmatory
factor analysis, like exploratory factor
analysis, is not equipped to favor certain
models of intelligence over another; it is
largely just a game of which theory’s theorists
are better at making models. Confirmatory
analysis is equipped to show that a model with
both a g factor and oblique second-order
factors fits test data better than a model with
only a g factor, but so is exploratory factor
analysis. However, neither are equipped, based
on the correlational structure of test data alone,
to test g-Theory, Mutualism, sampling theory,
etc against each other; external evidence is
required. Both are also unequipped, based on
correlational structure alone, to determine
whether a model with a general factor and
with correlated second-order factors is more
theoretically parsimonious than a model with
only correlated latent primary abilities at one
level; both theories can have a model made for

them which explains just as much test data as a

model from another. In fact, there are an

Infinite Solutions:

Some deride factor analysis as being useless
because there are an infinite possible number of
equivalent solutions to the factor analysis of a
dataset. However, what is missed by this
thinking is that there are also infinite solutions
(and a larger infinity) which factor analysis is
equipped to say are not possible. Moreover, the
impossible solutions are qualitatively different
from the possible solutions, so it is useful and
theoretically important to eliminate them.

infinite possible number of equivalent
solutions to factor analysis.

Despite equivalent mutualist and general
hierarchical model solutions to a given dataset
being possible, a theory which just posits that
the raw correlation matrix of measured
variables is the true structure of intelligence
will probably be advantaged in that it doesn’t
actually have to do any theorizing, and it
automatically explains 100% of original
variance without any effort on its part. One
this  [1153],

which does exactly

paper
unsurprisingly, finds their mutualist model to
account for test data better than their chosen
hierarchical model. Not only was the mutualist
model advantaged as thus described, the
mutualist model was also clearly overfitted
because it was derived from an exploratory
factor analysis on the dataset which was used
to do the comparison while only the g model
was duly specified pre-hoc. These problems

aside, comparison of model fit statistics is not

equipped to decide upon one theory or another.
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Is ¢ A Trait?

So g exists [more here], and intelligence is
substantially unidimensional. But what is g?

One proposition is that g isn’t an actual
intellectual ability, but just a person’s
socioeconomic class. Worth noting is that even
if it were shown that socioeconomic class
causally affects the general factor of
intelligence, which is a tall order on its face
because causality is difficult to show, it could
be the case that despite such a finding, g really
is an intellectual ability, but socioeconomics
just influences it. The influence of
socioeconomics on g wouldn’t necessarily
prove that socioeconomics affects all of the
specific abilities thereby causing them to

correlate and explaining the positive manifold.
Education Duration:

The most recent meta-analysis on the effect of
an extra year of education on IQ [630], a great,
large, well done meta-analysis, finds an
increase of at most 5 IQ points. It doesn’t
merely look at the correlation between 1Q and
grades or years of education, but rather it
analyses three  different  types of
quasi-experimental studies to see what effect
schooling has on the IQ scores of individual
people. No substantial publication bias was
discovered in the meta-analysis. The fadeout

effect [305] of IQ gains from early

intervention / Head Start programs was also
replicated in the new meta-analysis [630]; the
effect size for the smallest age gap between
retesting was a gain of ~2.4 1Q points while by
contrast, the effect size for the largest age gap
between retesting was a gain of ~0.3 IQ points.
One thing the meta-analysis does not assess
however is the effect of education on the
general intelligence factor (g). Source [536]
used structural equation modeling on an
extremely longitudinal sample (~60 year gap)
to see if the effects of education on IQ are
actually on g. The first model tested was that
extra education was purely associated with
increases in g. The second model was that
extra education was associated with increases
in g as well as other, more specific abilities.
The third model was that extra education was
only associated with IQ through specific
abilities rather than g. The authors found the
last model was the best fit. They also ran other
analyses to confirm these results; no matter
what, the third model of education having no
impact on g was the best fit:

Source 536 - Figure 1:

A Age 11 B Age 11 ol Age 11
Q Q Q
.@ i .@ e @
st| |subtest| [subtest| [subtest| |subtest| |subtest
c D A [ c
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Similar results were shown by source 631. The
authors in this study took longitudinal data on
education and 1Q and tested if the gains were
associated with increase in various reaction
time tests. This is mainly important because
reaction times generally tell us about
processing speed and reasoning ability in the
brain. They found that the effects of education
were not on reaction times after controlling for
a number of variables. While the authors argue
this does not tell us if the education gains are
on g or not [536]. However, the effect of
education on reaction times after controlling
for other variables was larger on simple
reaction times than on choice reaction times,
which is the more g-loaded test [632].
Similarly, we can test this by seeing whether
or not fluid intelligence is increased by
education. Fluid intelligence has to do with
reasoning  abilities whereas crystallized
intelligence is the accumulation of knowledge
and skills over time. One study of about 1,367
eighth graders in Boston public schools found
that while schools were able to increase the
achievement test scores in the schools, the
programs for the former were not able to
increase fluid intelligence skills like working

memory capacity and info processing [633].

Other longitudinal models show g variation
causes educational achievement differences
rather than the other way around. These are
pretty straight-forward studies. Basically, they
take data on IQ and abilities at two points and
do a cross-lagged panel analysis. They take a
cross-lagged path from g at time 1 and
educational achievement at time 2 and another
path from educational achievement at time 1
and g at time 2. They compare these and make
a causal inference based on which is stronger.
Both of the studies done on this show the path
of g to educational achievement is stronger
than the latter and that the other is statistically
insignificant [634 & 635].

Finally, a Nijenhuis meta-analysis does not
show much of a Jensen effect [697].

Given the evidence, educational duration
affects specific abilities rather than g, so we
don’t even have to ask the question of whether
or not education is g or is merely an influence
ong.

Educational Quality:

But perhaps educational quality is what
matters rather than the raw number of years of
schooling. Probably not, voucher studies
where a random selection of poor kids are sent

to prestigious schools to be compared to poor
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kids who happened to not receive a voucher,
which is thus an apples to apples comparison,
find that school quality has barely any effect
on school test scores:

The Cleveland Voucher Program [730]:

Grade: | Voucher: No Non-
Voucher | Applicant

1 555 546 548

2 587 577 580

3 615 605 607

4 632 620 624

5 643 636 636

6 654 639 638

The Milwaukee Voucher Program [731]:

Grade/S | Gl - G2 - Gl - G2 -
ubject: | 2006: | 2006: | 2010: | 2010:
7-R | 4322 | 4353 | 4922 | 4854
8-R | 446.5 | 436.9 | 505.1 | 486.1
9-R | 458.0 | 472/9 | 593.5 | 492.0
7-M | 388.2 | 395.7 | 501.6 | 500.0
8-M | 4263 | 4244 | 504.2 | 4933
9-M | 4629 | 478.7 | 515.5 | 524.2

G1: Received Voucher; G2: Denied Voucher; M = Math;
R = Reading.
The Washington DC Voucher Program [732]:

Group: Math: Reading:
Voucher: 541.00 645.92
Applicant: 543.36 645.24

Voucher given at

scores from the end of high school.

the beginning of high school, test

Income:

School test scores and grades, a proxy for IQ

tests [more here], are not affected by
guaranteed income experiments. Given this,
we don’t even need to test the effect on g, or if
income is g.

Source 696:
This analysis of 16 experiments of randomly
assigned welfare found that increased income
improved teachers’ ratings of student
performance, but had no effect on test scores.

Source 698:
This guaranteed income experiment on
children in North Carolina and Towa produced
no effect on GPA in Iowa and a 6.2% increase
in GPA in North Carolina for young children.
No effect was found in either state for high
schoolers.

Source 699:
Differences in family income didn’t predict
sibling differences in most cognitive abilities
with one exception: a $10,000 increase in
income did predict a 0.22 SD increase in
reading ability.

Source 700:
This guaranteed income experiment on poor
Black children increased reading scores by .23
SD and had no effect on GPA for grades 4-6. It
had no effect on reading scores and a negative

effect on GPA (-.18SD) for grades 7 — 10.
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Is g-Loading Cultural Loading?

Sources 656 and 657 claim to show that test

heritabilities, g-loadings, and  group

differences are all larger on the more

culture-loaded tests. The devil is in the
operationalization of the culture-loading of a
test, though the operationalization which is
employed is very intuitive to the layman. Kan
defines the cultural-loading of a subtest as the
percent of content for a WISC subtest which is
changed when the test is translated into a
different language for a different country
and/or the degree to which test content is
crystallized. The eye catching results are that
more heritable, g-loaded tests with larger
group differences are the ones with more
cultural loading. The degree to which test
content is changed for international
translations is likely exclusively determined by
the degree to which test content is crystallized,
having to do with information. It could just be
that this sort of finding is just a peculiarity of
the WISC, as the opposite has been shown
when tested in other test batteries [658].

We may expect that since adoption transplants
people from one socioeconomic culture to
another, we may take adoption as a more
objective cultural load variable. Given Kan’s

results, we may naively expect that 1Q gains

from adoption are to be stronger on the more

g-loaded tests, but this is not the case [306].
Similarly, some other variables we might
accept as more objective cultural load
variables such as the degree to which test
performance is impacted by adoption [306],

head start programs [142], retesting [275], the

Flynn Effect [274, more here], cognitive
training [276], education [more here], and
deafness/blindness [952] also show that the
g-loaded tests are the ‘culture reduced’ ones.

Using multiple different procedures for
classifying the culture loadings/biases of tests
(e.g. expert opinion of the magnitude of
content bias, group differences in the rank
order of item difficulty, and more formal
psychometric measures of group differences in
how certain items are related to other items),
Jensen and McGurk [658, p. 298] showed that
holding by all

constant

Black-White

item difficulty,
measures, differences  on
culture-reduced items are larger than or equal
to Black-White differences on cultural items
[see also 659, pp. 56-62; 660, pp. 178-179;
661, pp. 426-427; & 662, pp. 210-213]. Given
the extensive literature on this subject
reviewed by [663 - ch. 4, 12, & 17; 184 - ch.
10, 11 & 12; & 7 - ch. 11], and given the

evidence thus discussed, it must be recognized
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that group differences are larger on
culture-reduced tests.

While Jensen has argued [184, p. 133] that
culture-loaded tests are not necessarily
culture-biased, he has made it clear that a
culture-influenced test should be manifested
through group differences in the meanings of
the tests/items. What remains to be seen from
whether or not these

Kan’s results is

culture-loaded tests/items really behave
differently across groups. By all evidence
regarding racial bias in IQ tests, this is not the
case [see more]. For alternative interpretations
of Kan’s results, see source 664.

-Note on the Method Of Correlated Vectors:

One sign that an environmental variable only
affects specific abilities rather than the g factor
would be if it affects less g-loaded tests more
than it affects less g-loaded tests. This is the
case for the effects of retesting [275], head
start programs [142], deafness/blindness [952],
the Flynn Effect [274; more here], and
cognitive training [276].

The act of running the correlation between
subtest g-loading and other subtest
characteristics is called Jensen’s method of
correlated vectors (MCV), as devised by
Arthur Jensen [7]. A correlation between
and other subtest

subtest  g-loading

characteristics is called a Jensen effect. Some

cite sources 601, 602, 603, & 604 as proof that

the MCV is a generally invalid method, but

this is not their correct interpretation; these

criticisms only apply to the results of
item-level MCV  results rather than
test/subtest-level results. This i1s also

understood by users of the MCV such that

most tests avoid using CTT item-level
statistics. Evading this issue, source 605 shows
how Schmidt & Hunter's method for dealing
with dichotomous variables can be used for the
purposes of translating CTT item-level data

into IRT, keeping MCV valid.

Conclusion:
Since socioeconomics, culture, education,
head start programs, the Flynn Effect,

retesting, cognitive training, education, and
deafness/blindness do not affect the common
factor variance, they cannot explain the
existence of the positive manifold, g seems to

be a genuine trait rather than just a genuine

latent variable.

The Flynn Effect:

Many laymen know of the phenomenon
dubbed “The Flynn Effect”; average “IQ
scores” have been rising over time for quite
some time. James Flynn wasn’t the first to
observe this phenomenon, but he popularized
it and did a gargantuan amount of work
demonstrating its occurence. Unfortunately,

the Flynn Effect is beginning to stop in more
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developed countries, and in some countries, it
is now reversing [262]. Moreover, in at least
the Netherlands, the anti-Flynn Effect is
g-loaded [263]. The normal Flynn Effect
however, has negative MCV results [274];
source 274 meta-analyzed 11 data points from
5 papers (total N= 16,663), and found a -.38
correlation between Flynn Effect score gains
and test g-loading. More experimentally a
psychometric meta-analysis of 64 test-retest
studies [275] yields the maximally negative
-1.0 correlation between g-loadings and score
gains from retesting. There is also evidence
that score gains on IQ subtests cause decreases
in the g-loadings of the subtests to which the
gains apply [275 & 416].

-Types Of Measurement Invariance (IRT):

Statisticians can test for something known as
measurement invariance, usually as a test for
whether or not a test is biased against one
group or another. The purpose is basically to
test for whether or not a construct has the same
properties in two different groups, and so is
useful in discussion of the Flynn effect
because it could be the case that score changes
are a result of test properties changing with
time rather than genuine increases in g.
According to the book on Confirmatory Factor
Analysis referenced earlier [176], a few
different types of measurement invariance can
be distinguished in the common factor model

for continuous outcomes:

1. Equal Form: The number of factors and the pattern of factor-indicator relationships are

identical across groups.

2. Equal Loadings: Factor loadings are equal across groups.

3. Equal Intercepts: When observed scores are regressed on each factor, the intercepts are

equal across groups (When intercepts are unequal, individuals from two groups matched

in latent abilities will have different mean scores on a subtest. Differences in intercepts

means a systematic advantage for one group over another).

4. Equal Residual Variances: The residual variances of the observed scores not accounted

for by the latent factors (item-specific variances) are equal across groups.

When types 1 & 2 are shown to hold, this is known as metric invariance. When type 3 also holds,

this is known as strong/scalar invariance. When all four conditions are met, this is known as

strict invariance.
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Source 264:
This study was probably the first to assess
measurement invariance across time. Wicherts
and his colleagues used data from a variety of
sources and measurement invariance was
violated across every single one of them. This
study provided very strong evidence that the
Flynn Effect might not represent a genuine
increase in any of the latent factors and much
of it might just be changing psychometric
properties. Wicherts and his colleagues warned
that more data, especially IRT analysis, needs
to be used. Did anyone apart from a handful of
people actually listen? Of course not.

Source 277:
Pooling six articles with comparable cohorts
separated by about 50 years or so, consistent
violations of measurement invariance across
cohorts who had taken Raven's Progressive
Matrices were found. This is a good
counter-counterpoint to people who say that g
has changed because RPM is supposed to be
an almost pure measure of g; it is nowhere
near pure g, see source 278.

Source 265:
Alexander Beaujean's PHD dissertation; this was
rather easy to find for a dissertation. The first
half uses simulations to demonstrate that Item
Response Theory is much more suitable than
Classical Test Theory at distinguishing between

genuine cognitive gains and psychometric

artifacts. The second half of the dissertation used
data from the mathematics section of the College
Basic Academic Subjects Examination to
examine the Flynn Effect. Using CTT, there was
a retrograde of the Flynn Effect in the
mathematics test of -.178 standard deviations per
year. IRT analysis revealed a higher reverse
Flynn Effect of -.222 sd units per year so CTT
was masking the magnitude of the decline.
Source 266:

This one used Item Response Theory to
examine the Flynn Effect in the NLSY. When
controlled for differential item functioning,
there was no Flynn Effect in the PPVT-R and a
much more negligible Flynn Effect in the

PIAT-M data. To quote the authors:

“Thus, for the data used in this study, the
Flynn Effect appears to be largely the result of
changing item properties instead of changes
in cognitive ability.”

Estonian Data:

There's a lot of studies pertaining to the
Estonian data and the situation is complex and
somewhat contradictory. Source 267 along
with source 264 analyzed the Estonian data
and found that measurement invariance was
violated. Shiu et al. 2013 [268] conducted an
IRT-analysis and found evidence of a genuine
increase in all but one subtest with substantial
heterogeneity. Must & Must 2013 [269]
(followed exactly after Shiu et al. 2013 in the

82


https://sci-hub.se/https://doi.org/10.1016/j.intell.2004.07.002
https://sci-hub.se/https://doi.org/10.1037/a0030155
https://sci-hub.se/https://doi.org/10.1016/j.intell.2015.07.006
http://www.azmonyar.com/DownloadPDF/89592758.pdf
https://sci-hub.se/https://doi.org/10.1016/j.intell.2007.10.004
https://sci-hub.se/https://doi.org/10.1016/j.intell.2008.05.002
https://sci-hub.se/https://doi.org/10.1016/j.intell.2004.07.002
https://sci-hub.se/https://doi.org/10.1016/j.intell.2013.05.007
https://sci-hub.se/https://doi.org/10.1016/j.intell.2013.04.005

volume and issue) found that much of the
Flynn Effect in Estonia was explained by
changes in test-taking behavior. On a related
note, source 270 also analyzed the Estonian
data and found evidence that it was due to
increased guessing (Brand's hypothesis) and
that controlling for guessing also increased the
negative relationship between g-loadings and
Flynn Effect score gains. Must & Must 2018
[271] found that the number of invariant
indicators was only 23% between the 1933/36
and the 2006 cohort. Using only invariant
items, there was no clear evidence of a
long-term rise. However, they were able to
conclude that the younger cohort was faster
and there was a -0.89 correlation between
test-taking speed and scores on non-invariant
items.
Source 272:
This study used the GSS wordsum and found
that using IRT score, there was no statistically
significant change in any era for wordsum
scores. MI was tenable across time, but IRT
scores were used as they're better than
sum-scores for a variety of reasons such as
handling floor and ceiling effects.
Source 273:

This study used an extremely large (1.7
million) dataset of SAT, ACT, and EXPLORE
test-takers. Factorial-invariance was violated

across time. The study found evidence that the

Flynn Effect functioned the same in the top
5% as it did for the rest of the curve.

Source 279:
This is an interesting one. Using confirmatory
factor analysis to test for measurement
invariance, partial-intercept invariance was the
preferred model. Using IRT, the Flynn Effect
was reduced. There was evidence that the
Flynn Effect was partially driven by a decrease
in the variability of test takers (Rodgers’
hypothesis). While it did find evidence of
differential item functioning, this wasn't
necessarily due to guessing, the title pretty
much says it all.

Source 280:
This study examined the Flynn Effect in series
completion tests which show very large Flynn
Effect gains. In cohorts separated by just 20
years, measurement invariance violations were
observed. Bias in intercepts favored more
recent cohorts.

Source 281:
Using the three Weschler scales of WISC,
WAIS, and WPPSI, this study was able to
separate latent vs observed gains in all three.
Latent and observed gains had no systematic
pattern of which was larger than the other. The
amount of invariant indicators varied
substantially with the 55% being the highest
amount and 10% the lowest. The authors warn

against naively assuming that raw-scores are
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directly comparable. There is evidence of
legitimate gains here, but given the very small
amount of invariant indicators, the latent
factor(s) used in this study are very noisy and
generally poor indicators of g (see source

282). Source 281 also notes that:

“While the amount of invariance did not have

an appreciable influence on the score
differences in the current study, this is likely
because of the simultaneous estimation of
parameters for a given age group (Kolen &

Brennan, 2004).”
Kolen & Brennan 2004 is saved as [283].
Source 284:

Scores were compared with the Flynn Effect in
the second, third, and fourth editions in the
WAIS to be on the same scale across
instruments. Measurement invariance was
untenable in comparisons of the second and
third versions. However, strict MI was tenable
comparing the third and fourth versions.
Between the third and fourth editions, there
was no change in domain-specific factors.
There was a change in g of the magnitude of
.373 SD units. Presenting evidence of some
legitimate gains, the authors still warn against
the unwarranted assumption that observed
scores are directly comparable.

Source 285:

An interesting recent one. A fairly large
which showed IRT

meta-analysis score

declines for spatial-perception in

German-speaking countries. The relationship
was u-shaped which indicated an initial
increase followed by a decline. The decline
was even stronger when controlling for
publication year and sample type with students
obviously showing higher scores. This would
indicate that some of the decline was masked

by more educated people taking the test.

The Malleability Of Intelligences:

Also worth mentioning is the malleability of
cognitive abilities in general. There is a
phenomenon called the “Fadeout Effect”
where the small, non-g 1Q gains from head
start programs fade over time [305]:

Source 305 - Figure 4:

Change in IQ After an Intervention Ends

Q
80 82 84 86 88 90 92 94 96 98 100102
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Fig. 4. 1Q scores decline after an intervention ends.

A meta-analysis on the effect of shared book
reading on language development also finds
the same thing [694]. As mentioned, the most
recent meta-analysis on the effect of schooling
duration on intelligence found the gains to
fade somewhat with age [630].

Also worth mentioning is that the effect sizes
of the educational intervention programs are

inflated by publication bias. A meta-analysis
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on the impact of early intervention programs
on 1Q [137] puts the meta-analytic effect at
less than half of a standard deviation increase
in IQ. From its own report, we see in figure 2
that early intervention programs suffer from
the decline effect where the first studies
published about a topic with many citations in
high impact factor journals are p-hacked, have
lower statistical power, and publication bias
pushes things towards the desirable results.

See source 6 for more on the decline effect.

Source 137 - Figure 2:

Figure 2
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A third party [138] put the data into an actual
funnel plot and we can see that publication
bias definitely inflates the meta-analytic effect

size:

Given this, the early intervention literature
would likely show the programs to have no
effect on IQ with publication bias accounted
for, not necessarily that they wouldn’t have

non-cognitive benefits.

On Heritability And Malleability:

The heritability of the general factor of
intelligence is 91% [more here]. Many object
to the importance of heritability estimates due
to the fact that the heritability of a trait (the
proportion of variance in a trait which is
caused by wvariance in genetics) is not
necessarily the same thing as the malleability
of that trait. In a technical sense, this is true;
even if the heritability of 1Q were 100%, it
could still be possible to raise or lower IQ by
exposing the population to environments that
no members were previously exposed to.

This being stated, heritability puts a constraint
on malleability for the population in question.
A heritability of 99% means that 99% of
variance would be eliminated if everybody
were turned into genetically identical clones.
Similarly, a heritability of 99% would mean
that 1% of the variance would be eliminated if
the environment were equalized. This however
does not mean that only 1% of variance can be
eliminated by manipulating the distribution of

environmental quality. If for example, it were

the case that a 99% heritability is what it is
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because 1% of people are blind, then one may
be able to get rid of 50% of the variance in IQ
if they remove the eyes of all smart people,
that is, if one were to deliberately try to
distribute environment unequally, Harrison
Bergeron style, in order to fight against the
genetic advantages that certain people have.
The  “heritability is not necessarily
malleability” statement is often stated in
ignorance of this. Therefore, many beliefs
which are based on it are fallacious.

One other statement which is technically
correct, but often used incorrectly, is the
statement that it is nonsense to say that
somebody’s height is x% genetic. This is true,

such a statement is nonsense. However, if we

had two people with different IQ scores, causal

hypotheses about the reasons for the difference
are a reasonable thread of inquiry. Moreover,
IQ is a particularly dumb topic in which to
bring this point up; 1Q scores, by design, tell
us how people rank in terms of IQ. IQ is
standardized such that the population mean is
set to 100, and the standard deviation is set to
15. Bob having an IQ of 115 means that Bob is
1 standard deviation above the mean in 1Q. In
other words, he is smarter than about 84% of
people. To merely state Bob’s 1Q score is to
state his rank order in terms of the
standardization sample that the test was
standardized on. Thus, to ask what percentage
of Bob’s IQ is genetic is a reasonable question

because by test construction, the question is to

ask why Bob’s rank is what it is.
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The Biology Of Intelligence:

The Heritability Of Intelligence:

Large scale reviews of hundreds of twin studies looking at the simple overall population

heritability for full scale I1Q scores in Western samples show most studies putting the heritability
at about .5 (50%) for children [111, & 308]. The following data is from source 111:

I1Q Similarity Of Relatives Who Grew Up In The Same Home:

Relationship: IQ Correlation:
Identical Twins .86
Non-Identical (Fraternal) Twins .55
Normal Siblings 47
Parent-Offspring 42

IQ Similarity Of Relatives Who Grew Up In Different Homes:

Relationship: IQ Correlation:
Identical Twins .76
Non-Identical (Fraternal) Twins 35
Normal Siblings 24
Parent-Offspring 24

However, the heritability of IQ is a moving
target. It rises with age up to about 80% in
adulthood [more here]. Different 1Q subtests
are also more heritable than others, with 1Q
subtest heritabilities being highly correlated
with g-loadings [355, 356, 357, 358, & 359];
this is also the case in chimpanzees [183]. The

heritability of g in particular is .86 [493], and

1s .91 after correction for measurement

reliability [843, more here]. Heritability is the

percent of variance in phenotype between
individuals which is caused by variance in
genotype [more here], and our heritability
estimates are calculated upon nationally

representative samples [more here].

87


https://ia803103.us.archive.org/9/items/N.J.MackintoshIQAndHumanIntelligence1998OxfordUniversityPress/N.%20J.%20Mackintosh%20-%20IQ%20and%20Human%20Intelligence%20%281998%2C%20Oxford%20University%20Press%29.pdf
https://sci-hub.se/https://doi.org/10.1002/neu.10160
https://ia803103.us.archive.org/9/items/N.J.MackintoshIQAndHumanIntelligence1998OxfordUniversityPress/N.%20J.%20Mackintosh%20-%20IQ%20and%20Human%20Intelligence%20%281998%2C%20Oxford%20University%20Press%29.pdf
https://digitalcommons.unl.edu/cgi/viewcontent.cgi?article=1006&context=buroscogpsych
https://sci-hub.se/https://doi.org/10.1016/j.intell.2009.12.002
https://sci-hub.se/https://doi.org/10.1023/A:1016021128949
https://sci-hub.se/https://doi.org/10.1111/j.1467-9280.1992.tb00045.x
https://sci-hub.se/https://doi.org/10.1177/0956797613493292
https://sci-hub.se/https://doi.org/10.1016/j.intell.2015.04.002
https://sci-hub.se/https://doi.org/10.1016/j.intell.2014.01.008
https://sci-hub.st/https://doi.org/10.1016/j.intell.2014.05.012

Generalist Genes:

Everything discussed on the wvalidity of
heritability [more here] is applicable to a
statistic called the genetic correlation.
Basically, to calculate a genetic correlation is
to answer the question of the extent to which
the genotype involved in phenotype 1
correlates with the genotype which is involved
in phenotype 2.

Say for the sake of argument that one twin’s
IQ can be used to predict the second twin’s
income. If this prediction is more successful in
MZ twins than it is in DZ twins, and the EEA
is true, then it is known that the genotype
involved in 1Q is correlated with the genotype
involved in income. Alternatively to the twin
method, molecular genetic studies can test the
degree to which genotypes which are
associated with IQ are also associated with
income. The genetic contribution to the raw
phenotypic correlation can be derived as the
product of the genetic correlation and the
square roots of the heritabilities of the two
phenotypes.

Are the genotypes which influence
performance on one IQ subtest the same
genotypes which influence performance on the
rest? We can answer this question with genetic

correlations.

This research consistently shows that the
phenotypic correlations between cognitive
abilities are mediated significantly and
substantially by genetic called

generalist genes [609, 345, 346, 347, 492,

factors

493, & 951]. For example, a multivariate

genetic analysis of general intelligence,
reading, math, and language in a sample of
over 5,000 pairs of 12-year-old twins [346]
showed that genetic factors consistently
accounted for more than half of the phenotypic
correlations, ranging from 53% to 65%, with a
mean of 61% and a mean 95% confidence
interval of between 53% and 67%. The genetic
correlations between the general factor and the
specific abilities are also larger than the
genetic correlations between the specific
abilities and all the other specific abilities:

Source 346 - Figure 2:
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The finding of generalist genes is also
supported by evidence from multivariate

GCTA [347]. One implication of these
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findings is that the phenotypic structure of
these domains is similar to their genetic
structure, as has been shown for example, for
the domains of intelligence [348], and
personality [349].

This is all of course consistent with the finding
that the most heritable subtests are the most

g-loaded [355, 356, 357, 358, & 359].

Interestingly, the same thing can be done for
environmental effects, and to the extent that

shared influence

environmental effects

intelligence, intelligence being influenced by
generalist environmental factors is also
supported:

Source 346 - Figure 3:

For non-shared environment effects, as is
predictable, things look more random:

Source 346 - Flgure 4:
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Think back to our example table from earlier:

Variable: 1: 2: 3:
1: 1.0 - -
2: 1.0 1.0 -
3: 1.0 1.0 1.0
gl 0.5 0.5 0.5
g2 0.5 0.5 0.5
g3 0.5 0.5 0.5
g4 0.5 0.5 0.5

In this sense, complicating things beyond the
raw correlation matrix of measured tests in the
way previously discussed [more here] is the
empirically correct factor analytic solution.

IQ is a highly polygenic trait [more here],
meaning that the independent contribution of
any single SNP to intelligence test variance is
incredibly small. Intelligence is thus mostly
explained by millions of tiny general factors,

or generalist genes.
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The Neuroscience of g:

It should be noted that the field of
Neuroscience is still in its early development.
Replication is low [156 & 154], lower than
many other fields [more here], statistical
power, while more relatively acceptable, is
still low, and there doesn’t seem to be much
multivariate research. For example, Haier’s
book, The Neuroscience of Intelligence [172],
notes on page 146 that source 173 “is the only
imaging study of intelligence to date that
investigated both resting-state and task
activation conditions in the same subjects”.
The attitude of Neuroscientists in general
seems to be to ignore individual differences
and seems to be that individual differences are
just random meaningless noise in the data.
They may note that on average, brains light up
more in xyz areas when performing some task,
but they won’t investigate if high IQ means
different patterns in activation. They may even
say that differences in patterns of activation is
evidence that general intelligence is
inconsistent and thus not real.

A meta-analysis of 90 functional MRI
experiments [360] found test-retest reliability
was found to be low (ICC = .397). So the
results of an fMRI analysis often do not agree
with the results of the same analysis done a

second time meaning that the field lacks the

statistical reliability needed to map brain
activity to behavior.

Neuroscientists also have a high degree of
researcher freedom [598]. This is bad for
replication and scientific rigor [594]. To
expose the degree of freedom, one can give
many teams the same dataset and same
research questions and tell them to analyze the
data how they see fit, as previously done for
football racism [597]. Source 598 analyzed the
impact of flexibility on fMRI results by giving
70 research teams the same 9 hypotheses to
test. There was only one hypothesis with
mostly consistent support. For it, 84% of
teams found a p value below .05.

Despite all of this, Neuroscience enjoys public
perception of higher scientific rigor than
psychology [599].

This being stated, there are some replicable
neural correlates of g.

Brain Size:

One idea that the likes of Stephen J. Gould
heavily ridiculed was the idea of brain size
being related to intelligence [257]. He attacks
the early work as being unobjective for using
flawed methods like measuring skull volume
by filling with lead shot pellets where the
experimenter can fit more or less into a skull

depending on how much force they apply
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when pushing it in. However, data trumps
eloquent writing, and in modern day, brain size
can be accurately measured with structural
MRI. There are meta-analyses covering
dozens of studies about the relationship
between intelligence and brain size measured
via MRI, and a relationship is consistently
found [361 & 362]. Source 362 was the better,
larger, more recent meta-analysis which
checked for publication bias and it found a
smaller relationship than source 361 did, a
correlation of .24 rather than one of .63.
Though source 362 is the better review on
most things, source 361 was able to show that
the general factor was most associated with
brain size while source 362 did not test for
this. Source 362 does however seem to
vindicate the result by showing that the better
indicator of general intelligence was more
associated with brain size. Accordingly,
corrections to source 362’s dataset yields a
correlation of .4 [654]. All in all, brain size
seems to be able to explain 6% of variance in
intelligence [362].

This relationship is causal. Within family
differences in IQ are also related to within
family differences in brain size [361]; this
finding is a control for shared environment.
Moreover, multiple studies have shown a
genetic correlation between brain size and

intelligence [363, 364, 683, & 954] meaning

that the same genotype which explains brain

size largely explains intelligence. The
heritability of brain size is also 87% [851].
Furthermore, brain size and intelligence both
follow the same pattern of increasing until the
mid 20s and then declining in old age [361].
This is also consistent with evolutionary
evidence of brain size increasing as hominids

got closer to being modern humans [366].

Connectivity & Folding / Gyrification:

Both gray matter volume and white matter
volume are related to intelligence [370]; gray
matter slightly more so. Gray matter is located
towards the surface area of the brain while
white matter fills the interior. White matter
connects gray matter together and transfers
information. Perhaps folding (gyrification) in
the brain allows more gray matter to be
connected by less white matter. It has been
suggested that folding could be related to
intelligence [370]. Source 371 found a
relationship between IQ and gyrification, that
the associated areas are consistent with Haier’s
P-FIT, that the associated areas are highly
consistent across samples, that gyrification can
account for 11.5% of variance in the adult
sample (N=440), and 5.2% of variance in the
child sample (N=662). Source 392 looked at
individual relationships at thousands of

different points in the brain with 2,882 people.

It calls the relationship minimal since the
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average independent effect of each point was a
correlation of .05 in one sample and .1 in
another. All effects of gyrification add up to
explaining 11% of variance which it also calls
minimal. Source 392 also showed that that the
relationship  between  intelligence  and
gyrification was genetically mediated, and that
this finding was statistically significant even
for all of the small points of gyrification.
Source 372 found that white matter tract
10%

integrity explained of wvariance in

intelligence.

Grey & White Matter Density:

In addition to the association with pure
volume, gray matter density, white matter
density, and neuron count are associated with
higher 1Q [862 & 665], and the associations
are genetically mediated [665].

Plasticity:
Higher intelligence is related to higher brain
plasticity and the relationship is genetically

mediated [373].

Cellular differences:

Other proposed biological mechanisms for
intelligence include differences in various
cellular level qualities such as mitochondrial

efficiency or pH level [865, 863, 864, & 367].

Neural Efficiency:

The neural efficiency hypothesis postulates
that smarter people display less cognitive
activation, as measured by glucose metabolism
[374]. It’s thought that smarter people can do
more mental work with less energy, thus being
more efficient. Source 375 extensively
reviewed 27 studies confirming this finding
using methods such as PET scans, EEG, and
fMRI. However, fMRI and EEG studies reveal
that task difficulty is an important factor
affecting neural efficiency; smarter people
display neural efficiency only when faced with
tasks of subjectively easy to moderate
difficulty, but no neural efficiency can be
found during difficult tasks. In fact, smarter
people seem to invest more cortical resources
in tasks of high difficulty. Source 1154 was
also able to account for 20% of variance in 1Q

with resting state fMRI data.

Multiple Traits:

A popular attitude among Neuroscientists
seems to be that because this, that, or the other
neural variable, by itself, only explains a small
portion of variance in intelligence, that not
very much of the variance in intelligence can

be accounted for with neural variables. This is
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obviously fallacious because, like the genes,
there are many neural variables which are
associated with intelligence, so this fact
inherently limits the amount of variance that
each individual neural variable can account
for. While many variables are subadditive, a
handful of papers have been able to predict
20% of variance in intelligence with brain

variables [369, 1154, 1155, 1156, 1157], and

there is diversity among which measures used,
so a fictional paper utilizing every known
neural variable would likely be able to account

for more variance.
P-FIT:

Overall, if you want more depth on
neuroscience findings, read Richard Haier’s
book [172]. One of the main things Haier
argues for is his parieto-frontal integration
theory (P-FIT) of intelligence, the first
evidence for which came from his review of
37 neuroimaging studies [368]. The finding is
basically that a distributed network throughout
the brain, and mainly in the parietal and frontal
lobes are consistently involved in intelligence
and perhaps that the connectivity within it is

associated with intelligence.

Neuroscience & Sampling Theory:

Sometimes people reference a paper called
Fractionating Human Intelligence [595] as
proof of sampling theory explaining the
positive manifold. Aside from the problems
with the paper that Haier points out [596], it’s
worth pointing out what the paper actually
does without the gish gallop.

The authors take a small sample, IQ test them,
varimax the data into two highly correlated
intelligence factors (let’s call them il and i2,
the real names were longer), and get two brain
factors from the brain data which are
somewhat negatively correlated (let’s call
them bl and b2). The authors show that i1 and
bl correlate at ~.7, that 12 and b2 correlate at
~.7, and that the two brain factors are slightly
negatively correlated. A theoretical simulation
of sampling theory is shown, and it is shown
that the “two” varimaxed intelligence factors
both correlate with all of the first order tests. It
is said that this sort of looks like sampling
theory explaining the results.

The implication seems to be that the
correlations between the two brain factors and

the two intelligences are reason to interpret the
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data as support for sampling theory. The

problem is that they never show the
correlations between il and b2, or between i2
and bl.

They also found a g factor before rotation, but
didn’t show the associations between it and the
two brain factors. What could easily be
happening is that both brain factors affect all
aspects of intelligence generally. It makes as
much sense to lump them both into a single g

factor as it does to lump brain size, brain

folding, white matter efficiency, etc, into a

variable and call that general

Maybe the

single
intelligence. sampling theory
advocates would take this as vindication that
multiple brain variables explain the g factor
and that the g factor isn’t a single brain
variable, but the thing is that in general, all the
variables, themselves

brain though

independent of each other, all affect

intelligence in a generalized way.
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The Validity Of Heritability:

Let’s bake a cake. What percentage of the
cake’s traits are caused by the ingredients?
What percentage of the cake’s traits are caused
by the mixing, baking, etc? These are
nonsense questions. Some better questions
would be to bake two cakes and compare their
reasons for turning out differently. Was cake 1
baked longer and at a lower temperature than
cake 2? Or does cake 1 have the ingredients of
a chocolate mousse cake as opposed to cake 2
which has the ingredients of a carrot cake?
This brings us to heritability; the questions we
ask should be the same. Heritability figures
tell us the proportion of phenotypic variance in
a trait (such as intelligence) which is caused
by variance in genotype. A useful way to think
of the heritability of a trait is that it tells us the
percentage of a trait’s variance that would go
away if everybody were born as genetically
identical clones of each other.

Conflict With Common Sense?

Critics of heritability sometimes say that the
correlation between phenotype and genotype is
blindly assumed to be genotype -causing
phenotype even if environment is what causes
genotype to correspond to phenotype, thus
redefining the term environment, which is
traditionally considered to be a very broad
array of effects, as being something very

different from what common sense would

define “environment” to be. For example, the
passage below, characteristic of source 480,

gives the classic analogy of redhead

oppression:

Source 480, Pages 66-67:

“If, for example, a nation refuses to send
children with red hair to school, the genes that
cause red hair can be said to lower reading
scores... Attributing redheads’ illiteracy to
their genes would probably strike most
readers as absurd under these circumstances.
Yet that is precisely what traditional methods
of estimating heritability do. If an individual s
genotype affects his environment, for whatever
rational or irrational veason, and if this in
affects his cognitive development,
methods  of
heritability attribute the entire effect to genes

turn

conventional estimating

and none to environment.”

This conceptual criticism of heritability is fair
as far as it goes conceptually, but this is a
serious distortion of the way twin studies are
used to estimate heritability and is thus
completely divorced from the methodological
reality of the field of quantitative genetics.

These sorts of gene-environment interaction
effects have been tested for with foolproof
methods, and they do not occur [more here].
To understand the evidence for this claim, it
must first be understood what the twin
methods themselves conceptually aim to do

and how.
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There are two twin study methods, twins
reared together (also known as the classical
twin method), and twins reared apart. The
method of twins reared apart is what most
people think of when they hear the term “twin
study”. In it, one raises identical twins in
different  environments,  measures the
similarity in environment that the twins
experience which the general population does
not experience, and subtracts that from the
correlation between identical twins to get the
heritability estimate. Subtract the heritability
estimate from 1, and one is left with the
contribution of environmental effects.

The method of twins reared together, a frankly

better method, exploits the difference in

correlations between identical twins (referred

to as monozygotic, or MZ twins) and
non-identical  fraternal (referred to as
dizygotic, or DZ) twins. An assumed

difference between the MZ twin class and the
DZ twin class is that the MZ twin class has a
kinship coefficient of 1 while the DZ twin
class has a kinship coefficient of 0.5, meaning
that MZ twins are 50% more genetically
similar to each other than DZ twins are. So, to
estimate heritability, one takes the difference
in correlations between the two twin classes
and divides the result by the difference in
kinship to get a heritability figure. For the sake
of argument, say that the height of MZ twins

raised in the same environment correlates at
0.8, and the height of DZ twins raised in the
same environment correlates at 0.4. The
difference in correlations is 0.4, and the
difference in kinship is 0.5. 0.4 divided by 0.5
equals 0.8, so in this case, the heritability of
height taken from the twins reared together
method is 80%. The reason for the division is
that given the difference in kinship, the
difference in correlation is assumed to
extrapolate to mean that a difference in kinship
of 1.0 rather than 0.5 would produce an
increase in correlation of 0.8 instead of 0.4. In
other words, it is assumed that if the difference
in kinship is doubled, then the difference in
correlation is doubled. The twins reared
together method is better because non-adopted
twins are much more common and
representative of normal people than adopted
twins; this makes the twins reared together
method cheaper to do because of the larger
supply of twins, and also more representative
of the general population because the twins
reared together method does not have to
wrangle with adoption agencies and ethical
research  practices which cause range
restriction of the environments that their
heritability figures apply to. The twins reared
together method can also differentiate between
two types of environmental effects: shared and
environment; the

nonshared names are
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self-explanatory. One can take the correlation
between MZ twins raised in the same family,
subtract the genetic component, and the
resulting portion of the MZ correlation which
is not explained by genes is referred to as the
contribution of shared environmental effects.
The extent to which MZ twins reared together
do not correlate with each other at all is called
the unshared environment. A is short for
genetic, C is short for shared environment, and
E is short for nonshared environment.
Usefully, twins reared together studies and
twins reared apart studies, by design, always
explain 100% of phenotypic variance within
the population being studied; A + C + E = 1.0.
Method Assumptions:

By now it should already be clear why the two
twin methods are much more sophisticated
than simply calling the correlation between
children and their parents a genetic effect by
redefining certain environmental effects as
genetic effects since they correlate with
genotype; the classical twin method, at bare
minimum, performs a sibling fixed effects
control.

This being stated, environmentally driven
gene-environment correspondence effects are
not yet completely conceptually off of the
hook. For example, in the classic redhead
oppression example, both twins in an MZ pair
both are both

are either redheads, or

non-redheads. The increase in kinship
increases the chance that both will experience
the exact same amount of oppression, and thus
a difference in the

causes phenotypic

correlation even though that is not a
genetically caused effect. The same applies to
the method of twins reared apart. The same
also applies to any molecular genetic evidence
which looks at how actual, observed genotypes
(genes, SNPs, copy-number variants, etc)
differ among people and is measurably

correlated with phenotype among random,

unrelated  individuals from  completely
different families.

However, pointing out this conceptual
possibility, and taking it, by itself, as

justification to ignore all heritability findings,

is not justified. Yes, the similarity of
monozygotic twins reared apart (MZA) is
indeed taken to be a direct measure of
heritability, but only to the extent that causally
relevant environments of these twins are
uncorrelated (“relevant environments” being
defined as environmental variables that some
people are appreciably exposed to in real life
and which causally correlate with phenotype
without genetic confounding). As has
routinely been emphasized in the literature, the
inference of heritability from MZA is
considered legitimate only to the extent that

there are no common environmental influences
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that could explain the concordance between
the MZA twins reared apart, and to the extent
that any common influences which do exist are
accounted for.

The same applies to the method of twins
reared together. Some of the phenotypic
correlation between identical twins raised in
the same homes may be accounted for by SES,
or whatever environmental variable, but the
twins reared apart method is concerned with
the difference in correlations rather than the
raw correlations.

So, to affect heritability figures, the effect that
environment has on the MZ correlation must
not be the same effect that it has on the DZ
correlation. In  other words, if net
environmental influences which affect MZ
twins are stronger than the environmental
influences which affect DZ twins, then the
difference in correlations will be larger than a
genetic effect which would artificially inflate
heritability figures. However, this criticism
boomerangs onto twin method critics because
it 1is also conceptually possible that
environmental effects which affect MZ twins
could be weaker than the environmental
effects which affect DZ twins, which would
mean that the difference in correlations would
be smaller than the what genetic effects “want

it to be”, and that heritability estimates would

be biased downwards. The assumption that

environmental effects have the same

magnitude of causal contribution to
phenotypic correlations for both MZ and DZ
twins 1s called the equal environments
assumption (EEA), an assumption which is
well supported [see more].

It is also possible that the equal environments
assumption is a completely true assumption
for normal variation, but that for specific
group differences like the redhead example,
there are specialized equal environments
assumption violations that don’t apply to the
general population or to the within-group
heritabilities, and have to be investigated
separately. For the question of the
between-group heritability of the Black-White
difference in g, these specialized violations are
known as x-factor hypotheses; the redhead
oppression example is generally brought up by
those concerned with the Black-White
differences. This is not relevant to the overall
national heritability figures, so evidence
pertaining to it won’t be discussed in this
chapter, but evidence pertaining to it will be
discussed in [chapter 7].

The Sociologist’s Fallacy:
Sometimes it is asserted that MZ twins have

more similar environments than DZ twins by

various metrics, thus calling the equal

environments assumption into question. The
remember about the

thing to equal
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environments assumption is that it is

concerned with causality. So, if an
environmental variable isn’t even correlated
with the phenotypic variable at all, then the
greater similarity of MZ twins in terms of that
variable is

environmental obviously

etiologically irrelevant. Second of all, if
correlated with phenotype and genotype, the
increased environmental similarity has to
cause genotype to correlate with phenotype
rather than the other way around. Say for the
sake of argument that genotype causes
that

intelligence and intelligence causes

educational attainment: Is “Environment”
correlated with phenotype and genotype?
Absolutely. Does “Environment” cause the
correlation between phenotype and genotype?
Not so fast. Is education environment or
phenotype? Is it both? When looking at the
heritability of intelligence after accounting for
differential correlations with education, it
could very well be that all that the results are
saying is “When the effects of genotype on
phenotype are controlled for, genotype has no
effect on phenotype!” The sociologist’s fallacy
is committed when the raw correlational
requirements are met, but the causality of the
differential correlation is claimed to be entirely
from environment to phenotype without

evidence. Causality must be tested to confirm

an EEA violation.

If correlational requirements are met, the
direction of causality can be tested in the old
fashioned ways: testing phenotypic responses
the

to experimental manipulation of

environmental variable, longitudinal
cross-lagged path models, etc.

One thing to consider is that if a purely
environmental variable is found that causally,
differentially amplifies correlations between
the twin classes, it could very well be that
other purely environmental variables also exist
which drive heritability in the opposite
direction. Such opposing effects should be
assumed to cancel each other out in lack of
evidence that effects in one direction are more
important than effects which go in the other
direction.

Gene-Environment Interaction:

Sometimes, some of the variance in a trait,
such as good/bad behavior in children [870],
can be apportioned to neither genetic nor
environmental effects, but to a complex
interaction of the two. This happens when
phenotype and environment have bidirectional
causality. Let’s say for the sake of argument
that MZ twins correlate at .8 in disruptive
behavior, and that DZ twins correlate at .6 in
behavior. Let’s also say that 50% (.1) of the
difference in correlations (.2) is mediated by
differential similarity in parenting style. Some
still

of the difference in correlation 1is
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unmediated by parenting style, so is a pure
genetic effect. But MZ twins are treated more
similarly in parenting style than DZ twins;
why? Well, causality must be tested. If
causality between phenotypic similarity and
environmental similarity is bidirectional, then
this is a gene-environment interaction (GxE)
effect. This may happen if poor behavior
causes parenting to become harsher and
harsher parenting causes behavior to become
poorer in a feedback loop. Again, just like
with the sociologist’s fallacy where an effect
cannot be assumed to be a purely
environmental effect without evidence, an
effect also cannot be assumed to be a GxE
effect without evidence. If the EEA is tenable,
that is, if causality is squarely from phenotype
to environment with environment having no
causal effect, then a GXE effect does not exist.
The EEA is indeed generally tenable, and most
GxE effects do not replicate [more here].

Another class of  gene-environment
interactions certainly happens everywhere, but
does not cause variance between individuals:
Imagine that all oxygen is removed, leaving us
with only hydrogen, nitrogen, etc. Suddenly,
everybody would die, nobody would be able to
answer questions anymore, and strength would
drop to zero. Though existing variance was
the

somewhat genetic prior to removal,

variance in strength between oxygen and no

oxygen is entirely environmental. As a more
interesting example, a contrarian person in
Maoist China may spite the Chinese
government and become a Christian. However,
the same person in Medieval Europe may spite
the Catholic Church by becoming a Satanist or
an Atheist. This change in religious belief is
environmental, but individual variance in
contrarianism may not be so environmental.
Assortative Mating:

Another potentially biasing assumption of the
twins reared together method is the
assumption of the magnitude of the difference
in kinship. That DZ twins have a kinship of
0.5, 1s based on the random mating
assumption. It could be that marital partners
seek out people who are similar to one’s self
while dating. If this means that marital
partners have more genetic similarity to each
other than two random individuals from the
population will have on average, this is known
as assortative mating and it means that on
average, any children they have will have a
kinship greater than 0.5. Assortative mating
would mean that the DZ kinship coefficient is
larger than 0.5, which would mean that the
difference in kinship is smaller than 0.5, which
would mean that heritability figures were
underestimated. The evidence pertaining to
assortative mating does indeed show that this

happens [more here].
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“Identical” Twins:

Identical twins aren’t necessarily 100%
genetically identical (b/c e.g. mutations), and
to the extent that these genetic discrepancies
affect 1Q, they are usually erroneously treated
as the nonshared environment [more here].
Heritability Between Who?

It is important to make sure that we measure
the heritability of differences between the right
people. This isn’t an issue with accurately
measuring the heritability for a sample, but we
must get the sample right if we are to
generalize a heritability figure to the general
population. So do we measure the right
people?  Yes, nationally representative
samples, such as ones that straightforwardly
use national militaries or school systems, come
up with the same heritability figures as the rest
of the literature. Additionally, between-poor
heritability is the same as between-rich
heritability. See evidence on sampling [here].
Heritability Of What?

This isn’t an issue with accurately measuring
the heritability of whatever measure, but of
making sure that we are choosing the right
things to measure the heritability of. 1Q tests
aren’t 100% reliable; taking a test twice will
result in two slightly different scores. The
measurement error (unreliable variance) is
solely caused by nonshared environmental

effects, and the reliable variance of 1Q is more

heritable than the unreliable measurement
error (g is also more heritable than the specific
abilities) [more here].

Twins Reared Apart:

So the twins reared together method is
vindicated by the assumption tests, but what
about the twins reared apart method? Does
society treat twins similarly, regardless of
whether or not the twins know each other,
because the twins look similar? Some
evidence from twins reared together is relevant
here; one good operationalization of this is
physical attractiveness since attractive people
are generally treated better, but attractiveness
is uncorrelated with 1Q [more here]. The
similarity of identical twins reared apart also
cannot be explained by non-total separation of
the twins [more here].

“Find The Genes!”:

The same assumption violations (environment
causing genotype to correlate with phenotype)
are also just as conceptually possible for any
attempts to calculate the heritability of a trait
using molecular genetic methods that look at
actual SNPs, copy-number variants, genes, etc,
and how actually observed genetic variation is
measurably  correlated with  phenotypic
variation for people from different families.

Without even taking into account the types of

genetic effects which the twin studies can
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measure but the molecular genetic ones can’t

rare  variants, exotic  variants,

(e.g.
non-additive effects, etc) [more here], the twin
studies are actually better than the molecular
genetic evidence for assessing causality

because in the twin studies, all of the
assumptions can be tested, and if they aren’t
true, any violations of assumptions can be
precisely corrected for in the calculation of
heritability figures.

Genetic Correlations:

Another useful thing to mention is that instead
of just calculating the heritability of a specific
trait, everything discussed thus far can also be
applied to a statistic called the genetic
correlation. Say for the sake of argument that
one twin’s IQ can be used to predict the
second twin’s income. If this prediction is
more successful in MZ twins than it is in DZ
twins, and the EEA is true, then it is known
that the genotype involved in IQ is correlated
with the genotype involved in income.
Alternatively to the twin method, molecular
genetic studies can test the degree to which

genotypes which are associated with 1Q are

also associated with income. The genetic

contribution to the raw phenotypic correlation
can be derived as the product of the genetic
correlation and the square roots of the
heritabilities of the two phenotypes.

The Convergence Of Methods:

In addition to twins reared together, twins
reared apart, GWAS, and GCTA methods,
heritability is further confirmed via censuses,
identity by descent, and by virtual twin studies
where unrelated children of similar age are
adopted into the same family in a way that
resembles normal siblings [more here]. With
all methods converging upon the same finding,
and the tenability of the assumptions behind
these methods, the evidence behind heritability
can be taken as very reliable.

Conclusions:

All in all, if assumption violations are taken
into account, heritability figures would have
no such conflict with common sense
definitions of environmental effects as those
who peddle the redhead oppression analogy
would have us believe they do. Indeed,
heritability figures should actually rise
somewhat when all assumption violations are

accounted for.
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Assumption Violations:

The Equal Environments Assumption:

The Equal Environments Assumption (EEA)
was first tested in source 296 which measured
the degree to which parents treated twins the
same way, the degree to which they were
dressed alike, whether they had been put into
the same classes, whether they slept in the
same room, etc. They then measured the
correlation between how similarly the twins
were treated by their parents to how similarly
they were in IQ. The paper found that
increased similarity of treatment predicted
almost no increased similarity in IQ.

Since then, source 117 comprehensively
reviewed the evidence on the EEA, and did its
own analysis with the most comprehensive set
of controls to date. Correcting for EEA
violations  adjusted  heritability  figures
downwards only very modestly; heritability
figures, at most, go down by about 10%.
However, this line of research is often merely
correlational: Correcting  twin class
correlations for “environmental” similarity

should be

done with caution because

corrections may commit the sociologist’s
fallacy [more here]. The entire goal is to root
out causality. Phenotypic similarity may cause

“environmental” similarity rather than the

other way around. For example, the evidence

on assortative mating [more here] shows that
people want to live around other people who
are similar to them, and that this also
influences the rate at which twins choose to
live together. The wvarious supposed EEA
violations should have their respective
environmental variables tested for phenotypic
causality to establish trait relevance.

Should

such differential similarity in

environment be in terms of trait-relevant
variables, it could still be the case that twins
create their environments, and that genotype
affects phenotype by causing environment. To
rigorously test the classical twin method for
genetic causality, we must ask why identical
twins would have more similar environments
than fraternal twins if not for reasons of
genotype creating environment. This leaves us
with essentially three options:
1. In terms of physical appearance, identical
twins look more similar to each other than
twins, the

do fraternal phenotypic

similarity 1s caused by people
discriminating based on appearance.

2. The linguistic label of “identical twins”
causes people to apply more similar
treatment to such twin pairs than they do
to fraternal twin pairs.

3. Identical twins have more similar prenatal
environments than fraternal twins have,

and this causes greater trait similarity.
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Option 3 is not an issue; identical twins are not
more similar than fraternal twins because of
prenatal effects [more here].

Option 2 is also not an issue; identical twins
who are accidentally classified as fraternal
twins throughout their entire lifetime actually
turn out more phenotypically similar than
correctly classified twins [298, & 297]
(perhaps the label “identical” makes people
strive for individuation).

Option 3 is a bit more tricky to assess, but we
have a few things we can look at. First, the
review cited earlier [117] included tests for
physical appearance. Second, it is well
established that physically attractive people
are thought of as more intelligent, yet
attractiveness is slightly negatively correlated,
if not uncorrelated, with 1Q [407]. Given this,
we don’t even need to assess the causality of
such a correlation. Third, we have the sanity
test of sex differences: Same-sex twins look
more similar, are more likely to be treated
similarly by their parents, are more likely to
wear similar clothes, are more likely to spend
time together, etc. It should be noted that any
effects on twin class correlations could just be
a reflection of the effects of innate sex
differences, but regardless, this can be readily
investigated with data from a recent,

gargantuan meta-analysis of every twin study

ever done on thousands of traits and millions

of twin pairs [490]. For all traits, the

correlations are as follows:

All Traits

mam

dzss

dzm

dzf

dos
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

TWIN CORRELATIONS

All Traits

Est SE Ntraits Npairs
mzall 0.636 0.002 9568 2563627
mzm 0.617 0.004 4518 1070962
mzf 0.626 0.004 4360 1171841
dzall 0.339 0.003 5220 2606252
dzss 0.345 0.003 6108 1752951
dzm 0.321 0.003 4412 1039238
dzf 0.342 0.004 4255 1068562
dos 0.302 0.005 2342 898610

For cognitive traits, we see the following:

Cognitive
mzall 6!
mzf
dzall 7

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

TWIN CORRELATIONS

Cognitive

Est. SE Ntraits Npairs
mzall 0.646 0.007 931 288866
mzm 0.560 0.017 248 54974
mzf 0.548 199 38940
dzall 0.371 454 304719
dzss 0.385 545 116058
dzm 0.335 228 50647
dzf 0.331 186 28929
dos 0.351 0.018 155 37645

As we can see, sex effects are dwarfed by
zygosity effects. For assessing the impact of
these differences in correlation of heritability
coefficients, it should also be noted that only
75 of fraternal twin pairs are mixed-sex.
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Moreover, source 531 meta-analyzed sibling
pairs and all combinations correlated equally
at .49.

Further evidence for the tenability of the EEA
includes sources 354, 486, 487, 488, and 485.
effects,

Gene-environment interaction

especially novel ones, also mostly fail
replication [868 & 869], and are inflated by
publication bias [868]. This has led to top
journals requiring replication of novel GxE
effects before papers are considered for
publication [868].

-The Heritability Of “Environment”:

Several “environmental” variables which
correlate with 1Q, and which are fallaciously
assumed to causally influence 1Q, are
themselves highly heritable.

Source 624 puts the heritability of 1Q at 66%,
the heritability of income at 42%, and the
heritability of educational attainment at 40%.
A review of 19 twin studies [695] also puts the
heritability of income in the USA at 41%.
Source 324 meta-analyzed data on more than
13,000 twins and put the heritability of GCSE
scores at 62%. Source 325 meta-analyzed 34
twin studies from 9 nations and found that
40% of variation in educational attainment
was attributable to genetics. Source 326 found
that lifetime income had a heritability of 24%
for women and 54% for men. Source 326 also

reviewed 19 previous samples from which the

heritability of income has been estimated. The
typical finding is that about 42% of income
variation is caused by genetics while about 9%
is explained by shared environmental effects.
Source 350 puts the heritability of independent
reading at .62 for 10 year olds and .55 for 11
year olds. Source 351 puts the heritability of
potato consumption by men at .68, the
heritability of vegetable consumption at .24,
and red meat at .34. Source 352 put the
heritability of voluntary non-sports exercise at
0.63 for males and 0.32 for females, and the
heritability of sports exercise at 0.684 for
males and 0.398 for females. This replicated
source 353 which found the heritability of
sports exercise at 0.83 for males and 0.35 for
females, and non-sports exercise at 0.62 for
males and 0.29 for females. Source 354 gave
an overall heritability of exercise of 0.49 and
showed that the EEA is tenable for exercise.
Most psychological traits in general have
substantial genetic components [308].

Here is the degree of genetic mediation for the

relationship between 1Q and SES:

Age | Correlation | % Genetic | Source #
Mediation
7 31 94% 624
12 32 56% 624
16 .50 50% 417

Source 330 did the same for education and

found a genetic correlation of .95.
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Assortative Mating:

This is the strongest violation of the
assumptions that go into heritability estimates.
There is a phenomenon where people like each
other more when they are more genetically
similar:

e Marital Partners are psychologically [312]

and genetically [316] similar to each other.

e Friends are genetically similar to each other,
and the genetic similarity of the communities
that friend groups are contained within does
not account for all their similarity [307].

e Pretty much all psychological traits have at
least some genetic component [308].

e Friends are most similar to each other in
terms of the most heritable traits [309].

e Similarity of personality is predictive of
successful marriage [313], and the more
heritable traits are better predictors [310].

o If you ask somebody to imagine a fictional
person who 1is similar to themselves in
various ways, the more heritable the trait in
question, the more the person will think that
they would like the fictional person [311].

e The friends of one twin are similar to the
friends of the counterpart twin. This trend is
stronger in identical twins than in

non-identical twins. This lets us directly
calculate the heritability of choice in friends.

Heritability is .31 for choice of spouse, and

.21 for choice of friends [309].

e The fact of assortative mating is robust to

various controls, and assortative mating

selects upon intelligence [314, 315, & 316].

e There is a positive association between
kinship and fertility. Historically, in Iceland,
the ideal was 3rd degree cousins [317].

® One piece of evidence which tried to test the
EEA is also relevant to assortative mating.
Sources 483 and 484 show that MZ twins
who have greater contact with each other
have more similar personalities than MZ
twins who are less in touch. This seems
convincing on its face, but this is just a
classic example of the Sociologist’s Fallacy.
It was thought that this is a violation of the
equal environments assumption, but as it
turns out, twin similarity causes cohabitation
rather than the other way around [485]; more

similar twins want to live together.

Obviously, correcting for assortative mating
would mean that non-identical twins are more
genetically similar than previously expected,
which means that a smaller than previously
supposed increase in genetic similarity is what
has been producing the previously observed
increases in phenotypic similarity the entire
time, meaning a downward bias for heritability

figures.
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Prenatal Effects:

Many MZ twins share the same placenta and
have a single chorion. What if more similar
womb environments are part of the cause of

increased phenotypic similarity?

Identical and fraternal twins
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About 1 in 4 MZ twins do not share a single
chorion and so have separate placentas. A
large body of evidence shows that
“monochorionic” (MC) monozygotic twins are
no more similar to each other than
“dichorionic” (DC) monozygotic twins are to
each other [299]. But aren’t some traits in this
study affected? Technically, but a study which
examines 100 traits would likely find positive
and negative effects for a couple of random
traits due to random sampling error even if no
effects actually existed. The proper
investigation is to look at all effects at once.
The following analysis simply calculates the
correlation between MC twins minus the
correlation between DC twins for all effect

sizes in the supplementary materials of source

299 with the x axis being effect size and the y

axis being statistical power:
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The mean is 0.00, tightly clustered around 0.0,

and evenly  distributed around the
meta-analytic effect size. In fact, we can go
further. A null model + sampling error model
also predicts that the larger effects in either
direction should be the less precisely measured
effects. So, here are the standard errors of the

deltas plotted against the absolute effect size:
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Here is the data [626 warning, auto-download]
and code [627] for the above two tables.

One could invoke the trait specific context
defense that perhaps prenatal effects matter for

some traits but not others, but this is usually a
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post-hoc argument levied by those whose
favorite pet effects fail to replicate, so we
should be skeptical. For IQ in particular, such
effects are small and inconsistent, if at all
existent [299 & 625]. If existent, we know that
these influences fade with age given the
convergence in similarity between DZ twins
and normal siblings [318 & 532], so
MZ-specific influences should as well. There
also seem to be signs of this in the chorionicity
tests as well [625]. Of final note regarding the
importance of chorionicity over the lifespan is
that even if it were a given that chorionicity
effects had persistence, this would not be able
to explain the rise in rtMZ-rDZ differences
generally found with age [more here].

Furthermore, if the prenatal environment
matters much for IQ in adulthood, then
presumably, there would be lasting effects of
prenatal interventions. However, the evidence
here is scant [629]. Also worth noting is that

maternal genotype may influence the prenatal

environment [628].

Non-Total Separation:

Some would argue that prenatal effects aren’t
the only bias in the adoption method. It is
argued that twins are often adopted
considerably after birth, and so contrary to
what adoption studies assume, they have
abnormally similar shared environments to

some degree.

It is true that some adoption studies have had
less than perfect separation criteria, but
multiple studies have shown that the amount
of time that twins adopted into separate homes
spend together prior to a study does not impact
their 1Q similarity and so does not inflate
heritability figures [481 & 482].

“Identical” twins:

Monozygotic (MZ) twins aren’t necessarily
completely genetically identical; one twin may
carry some mutations which the other lacks,
and twin studies would model these as

nonshared environment effects [844].

“Find The Genes!”

Hopefully, by now it should be clear to the
“Find The Genes!” people that the twin studies
work just fine, but many people have a vague
impression that molecular genetic evidence is
somehow comprehensively better to the point
that the twin studies, that quantitative genetic
evidence, is worthless. This attitude is deeply
mistaken. Do not take this as reason to be
against the use of molecular genetic evidence
on sheer principle, it’s just that molecular
genetic evidence has some limitations which
should be noted.

The main problem with looking at things
through molecular genetic evidence is the
sheer amount of statistical power which is

needed for it. There are over 3 billion base
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pairs in the human genome with roughly 40%
of the genome involved in cognition [672 &
673]. Each nucleotide is its own variable
which has to be considered individually. 1Q is
an incredibly polygenic trait [329 & 331]
meaning that millions of individual Single
Nucleotide Polymorphisms (SNPs) have an
effect, so the independent effect that any single
SNP has will be incredibly small. The smaller
a variable’s effect size, the more statistical
power you need to accurately measure it.

To illustrate this, consider height, another
incredibly polygenic trait. Source 335 was a
genome-wide association study (GWAS) about
height which utilized a sample of 100,000
people, and in the regions of the genome
studied, 98 loci were found which explained
less than 10% of the variance in height. Should
we say that this kind of result from GWA
proves that the twin studies are wrong about
height and that height is less than 10%
heritable? No, doing so would be an obvious

sanity test failure. By contrast, source 336

was able to find 700 variants associated with
height using a sample of 250,000 people. It
would seem that the search for molecular
genetic heritability of complex, polygenic
traits is just a search for larger sample sizes.
Similarly, with educational attainment as a sort
of a proxy for intelligence, source 337 was
able to find 3 new associated genetic variants
using a sample of 125,000 people. By contrast,
source 338 was able to find 74 associated
variants using a sample of about 300,000
people, and ~160 variants using their
combined sample of about 400,000 people.
The wvariants source 338 found were
disproportionately found in genomic regions
regulating gene expression in fetal brains.
Polygenic scores computed from current
GWAS are currently able to account for 12%

of variance in g [1158].

It’s also important to note many kinds of
theoretical genetic effects that genome-wide

association would not be able to measure:

e Non-additive effects (gene-gene interactions / recessive effects where gene A only

affects intelligence in the presence of gene B): Identical twins share non-additive effects

so twin studies can account for these effects while GWAS cannot do so.

e Rare gene-variants, copy-number variations, and other exotic kinds of genetic variants:

Say that there are a bunch of rare gene-variants, so many that finding some which are

unique to specific people is easy, but each individual gene variant is so rare that you are

unlikely to find them in two people. GWAS can’t measure these effects while twin

studies can measure their net effect since identical twins would share many rare variants.
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-Genome-wide Complex Trait Analyvsis:

Further evidence for the additive heritability of
intelligence being so polygenic that GWAS is
currently insufficient to capture all of even the
additive genetic effects comes from another
technique called Genome-wide Complex Trait
Analysis (GCTA). GCTA attempts to directly
measure genetic similarity among non-family
members to see how random variation in
genetic similarity predicts variation in trait
similarity. Again, non-additive effects can’t be
accounted for and neither can unmeasured
parts of the genome, rare variants, etc be.
GCTA studies do not measure genetic
similarity on the entire genome. Instead, they
measure similarity on a portion of the genome
and assume that unmeasured portions of the

3

genome are ‘“‘unrelated” (“unrelated” being
defined as the average genetic similarity of the
general population). The unmeasured parts in
some will be more similar than “unrelated”
and some will be less similar than “unrelated”,
but it’s assumed that the deviations from
“unrelated” will be evenly distributed around
being both higher and lower than “unrelated”,
so the deviations will cancel each other out
and make the assumption true with enough
statistical power to average out a large enough
from of people. Gwern has meta-analyzed

GCTA studies for 1Q [341], and the overall

estimate about .32.

However some have suggested that assuming
the unmeasured part of the genome averages
out to 0 percent is an incorrect assumption and
that it biases GCTA heritability downwards.
Say genetic similarity is a result of parents
passing down large portions of their genome to
their kids all at once which means that genetic
similarity on one portion of the genome will
be predictive of genetic similarity on all
portions of the genome. If true, assuming
unrelatedness on unmeasured portions of the
genome would yield a similar violation of
assumptions as assortative mating, and taking
the violations into account would push GCTA
heritability estimates upwards. For example,
source 339 finds that aggressive use of
imputation for unobserved genetic information
expands the GCTA heritability of height from
45% up to 56%. For intelligence specifically,
source 340 expands GCTA to also look at
which
53%.

expanded
More

some rarer variants
heritability from 30% to
systematically, source 342 across 19 traits
finds overall 42% higher heritabilities, which
if we apply to Gwern’s estimate, gives us a
GCTA IQ heritability of 45.44%.
Source 322:

This is a good GCTA study of IQ to consider
because it measures heritability using both

GCTA and twin methods in the same sample,

and it followed participants as they aged. It
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utilized participants in the Twins

Development Study (TEDS) which included

Early

over 11,000 twin pairs born in England
between 1993 and 1996. Funds were available
to genotype 3665 people, 3152 of which
survived quality control criteria, and of them,
2875 had g measured at least for one age, and
1344 had g measured for two ages. 700,000
SNPs were directly genotyped for these
people, and with imputation, similarity for a
further 1,000,000 unobserved SNPs was
estimated. GCTA heritability rose from .26 at
age 7 to .45 at age 12. Twin based heritability
rose from .36 at age 7 to .49 at age 12. Thus,
GCTA lends further support for the Wilson
effect, and its estimates accounted for 74% of
the twin estimate at age 7 and 94% of the twin
estimate at age 12.
Source 329:

This paper genotyped a sample of 18,000
children which were broken into several
samples and also did imputation for some
unobserved SNPs. GCTA based heritability
ranged from .22 to .46. Source 329 cites
source 319 as the study giving a heritability
estimate of a similar twin sample, and the twin
based heritability of source 319 was .41.
Therefore, we would say that the heritability

of .34 is 83% of the heritability of .41.

Source 330:
This paper genotyped 6815 individuals with a
median age of 57. The traditional heritability
estimate was .54 while the GCTA based
heritability estimate was .29. Thus, the GCTA
estimate accounted for 54% of the traditional
heritability estimate. The paper doesn’t seem
to mention imputation.
Source 331:

This paper genotyped 3511 unrelated adults
and found that the GCTA based heritability of
crystallized intelligence was .44 and the
heritability of fluid intelligence was .51.
(Crystallized intelligence refers to people’s
level of stored knowledge while fluid
intelligence refers to their ability to perform
more novel cognitive tasks). The paper
suggests a heritability of full scale IQ in the
high 40s, so I’ll say .47. They gave no twin
heritability to compare to, so I'll give them
one. Based on the Wilson effect, we know that
the heritability of IQ rises in adulthood up to
about 80% [318]. 0.47 is about 59% of 0.80,
so I'll say they detected 59% of the twin
heritability.

Overall, SNP heritability accounts for 70-90%
of twin based heritability, or sometimes 50%
the unmeasured

without imputation for

genome.
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Hopefully a few things have been made clear:

e Some questions about the heritability of height are not silly to analogize to the same
questions about the heritability of intelligence.

e Molecular genetic methods, like all methods, are not without their flaws. It’s not as if the
inability of GWAS to explain much of the variance in intelligence is evidence, by itself,
that the twin studies overinflate heritability. You don’t need to find the specific genes to
figure out the heritability of a trait within a population.

e The quantitative genetic evidence works just fine, the twin studies are mostly consistent

with imputed GCTA.

The Convergence Of Methods:

In addition to twins reared together, twins reared apart, GWAS, and GCTA methods, heritability

is further confirmed via censuses [491], identity by descent [534], and by virtual twin studies

where unrelated children of similar age are adopted into the same family in a way that resembles
normal siblings [655 & 535]. With all methods converging upon the same finding, and the

tenability of the assumptions behind these methods, the evidence behind heritability can be taken

as very reliable.

The Heritability Of What?

Measurement Error:

Much of the variance in IQ which is counted
as “nonshared environment” is just failure in
measurement reliability. When somebody
takes an IQ test, and then takes the same IQ
test again (controlling for learning effects, etc),
the two test scores do not perfectly correlate.
If, for example, you’ve ever taken a poorly
designed test where you can tell what the
correct answer is “supposed to be” but you’re
100% sure that the supposed “correct” answer
is incorrect, this may be low reliability on the
part of the test. The reliability of an IQ test
battery is not 100% [274]. When merely
heritability of the
variance in a test battery, the direct heritability

counting the reliable

of the latent g factor is .91, but only .86 before
correcting for reliability [493 & 843].

g

The heritability of various different IQ subtests
vary with the heritability of g in particular
being .86 [493]. Unsurprisingly, IQ subtest
heritabilities are highly correlated with subtest
g-loadings [355, 356, 357, 358, & 359]. After
correction for measurement reliability, the
heritability of g is .91 [843]. Correct for the
twin misclassification EEA violation, random
mating assumption violations, and violations
of the assumption of genetically identical MZ
twins, and the heritability of g would likely be
found to be even higher [more here].
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Heritability Between Who?

Heritability figures tell us the proportion of
variance between individuals in a trait which is
caused by genetic influences. Given this, and
given that we are measuring the heritability of
the correct traits, which individual differences
are we measuring the heritability of? When
nationally representative samples are used to
assess heritability, the same heritability figures
are derived [more here]. Our heritability
figures also apply to both the rich and in the
poor, [more here]; to Blacks, Whites, and
Hispanics [more here]; to the high and low end
of the ability distributions [more here], and to
Western countries, to Soviet countries, to poor
rural India, and even to sub-saharan African
countries [more here]. DZ twins can be same
sex or opposite sex, but MZ twins can only be
the opposite sex; this does not affect
heritability figures [more here]; Findings on
twins are also generalizable to the non-twins
of the population [more here].

The heritability of IQ is however non-constant

across age. It rises from about .5 in childhood

to about .8 in adulthood [more here].

Sign Up Bias:
A common objection is that particularly
abusive or poor families don’t sign up for

psychological studies or don’t want to,

whatever the reason be. Obviously, heritability

estimates are population specific, they
measure how much of the phenotypic variance
within a particular population is explained by
genetics and if the sample is limited, the
results are not necessarily generalizable. This
argument is reasonable, however it has been
refuted by studies which use the military or
national  school system to  measure
representative samples of either the entire
population, or every male in the population.
Such studies produce heritability figures which
are totally consistent with the rest of the 1Q
literature [302 & 303]. Source 533 also
examined unrelated children adopted together
with the nationally representative Danish
adoption register and found no correlation just

like the other studies of the same experiment.

Restriction Of Range:

Similarly, some argue that adoption agencies
favor middle-upper class married couples with
no criminal background and with a basic
understanding of parenting knowledge,

They that this

argue selectivity biases

heritability upwards. Even if true, this
criticism only applies to studies of twins
reared apart, and we have twins reared

together studies which are better and cheaper
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to conduct. The only known study to have ever
compared adoptive and non-adoptive families
from the same sample found that yes, adoptive
families were better, but statistically correcting
for this didn’t change heritability figures one
iota because said variables were not seen to
affect IQ in the adoptive sample [304].
Moreover, 1Q gains from adoption are not
g-loaded [306], and the subtests which are
more heritable are the ones which are more

g-loaded [355, 356, 357, 358, & 359].

Twins Versus Non-Twins:

Twins are more similar than non-twins during
childhood, but this is an age effect of genetic
development. As age goes up, DZ twins

resemble normal siblings [318 & 532].

Wealth (Scarr Rowe):

Say that differences in wealth explain some of

the wvariation in intelligence. Would the
difference in income difference between $0
per year and $10,000 per year be as heritable
as the difference between $50,000 per year and
$60,000 per year? Maybe not. The difference
between $0 and $10,000 is the difference
between food and no food while the difference
between $50,000 and $60,000 is not. To put it

short, more nurturing environments would

mean more people reaching their genetic
potential meaning that phenotypic variance
would be more of a function of genetic
components, or so the story goes (this is called
the Scarr-Rowe Hypothesis [165 & 166]).

On the other hand, if this either isn’t true, or if
an entire country has a wealth floor which is
too high for this to matter, there may be no
relationship.

An early study on this with a small sample size
and a massive effect size was Turkheimer et al.
2003 [343]. The study is greatly over-cited,
with 1546 citations on google scholar as of the
time of writing this [168]. Here is figure 3
from source 343 (a=additive genetic, c=shared

environment, e=unshared environment):

A C E

Proportion of Variance
Proportion of Variance
Proportion of Variance

S

0 20 40 60 80 0 20 40 60 80 0 20 40 60 80
SES SES SES

0.0 0.2 04 0.6 0.8 1.0

0.0 0.2 04 06 08 1.0
00 0.2 04 06 08 1.0

Fig. 3. Proportion of total Full-Scale IQ variance accounted for by A, C, and E plotted as a function of observed socioeconol
Shading indicates 95% confidence intervals.

mic status (SES).

It’s important to note that this paper [343] is a

humongous outlier. Source 250 did a

meta-analysis with regards to the Scarr-Rowe
hypothesis for socioeconomic status, and
Turkheimer’s study [343] is the black dot

furthest to the right on the funnel plots.
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Source 250 - Figure 2:
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Fig. 2. Funnel plot of effect-size estimates for the Gene x Socioeco-

nomic Status interaction in the U.S, and non-U.S. samples, Each ploted
point represents the standard error and effect-size estimate for a study
included in the mewm-analysis. The triangle-shaped regions indicate
where 95% of the data points should lie if there is no heterogeneity in
population effect sizes. Cl = confidence interval.

What funnel plots do is they look at the
relationship between effect size and standard
error. The red and black triangles mark the
meta-analytic 95% confidence intervals. What
the triangles do is they basically say that if the
meta-analytic effect size is true, then given a
study with a specific amount of statistical
power, we would predict with 95% confidence
that the effect size would go inside of the
The

studies outside of the

95%

triangle.

meta-analytic confidence intervals
overwhelmingly push the effect size towards
heritability being smaller within the poorer
samples. Since the meta-analysis, further
evidence has come out against Scarr-Rowe

effects in Australia [915].

Isn’t it clearly shown that there is a
Scarr-Rowe effect, albeit a small one, which is
limited to the United States? Publication bias

is strongest for the USA samples:
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The top scatterplot is for all samples while the
bottom one is for the USA only.

Of course, the scatterplot for the USA is not
conclusive because of the low amount of data
points. Source 497, with 3,203 twin pairs
found no Scarr-Rowe effects. Source 498 with
2,494 twin pairs found a very weak
Scarr-Rowe effect with the largest difference
in heritability being ~.05. These two studies
(497 & 498) made up slightly more than half

of source 250’s full USA sample. Moreover,

there are many studies either released after the
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meta-analysis, or missed by the meta-analysis
the first time around.

After the meta-analysis was released, a large
study with better methods from Florida, a
good state for representativeness of the
broader country, was released [167]. It found
no consistent relationship between
socioeconomic status and heritability. In fact,
most relationships were negative. With a
sample size of 34,432, it is more than 3 times
the size of source 250’s full USA sample.
Source 499°s sample size is only slightly larger
than 343, no Scarr-Rowe effect is found.

The evidence on range restriction for the
adoption method is relevant, source 304
demonstrated  that  range-restriction  of
environments did not matter to heritability
from adopted children, which goes against
Scarr-Rowe.

Source 495 had an okay sample size
(N=1,349) and it uses a decent measure of
both g and SES. Scarr-Rowe effect failed to
replicate, but there is one major issue with this
study; it did not analyze the twin based
heritability of g, but the parent-child
correlation.

Using biometric models in the NLSY, source
501 found no evidence that the heritability of a
variety of cognitive abilities was any lower in
the bottom 20% than the normal group. The

sample-size here is fairly large and the sample

itself is racially diverse and oversampling of
lower SES individuals. Some may not like this
paper because of how it tests the Scarr-Rowe
hypothesis, but this is a somewhat superior
method in that it sidesteps any complaints
about how SES is poorly operationalized in
other studies, etc. Though this shouldn’t be
necessary because crude SES measures are
good proxies for most shared environment
effects [328 & 425]. All of the measures of
intelligence that source 501 used seem to
correlate with g above .7 [502].

As source 502 shows, reading comprehension
is a robust correlate of g. Building on that
point, a giant meta-analysis [500] found that
the heritability of reading comprehension was
not modified by SES, Racial composition, or
nationality. This is powerful evidence against
the Scarr-Rowe hypothesis.

Source 503 is perhaps the first study to use
PGS to test for Scarr-Rowe in the U.S. While
there was a Scarr-Rowe effect, the effect-size
was meager (B=.02 on a log-scale). It also
used a cohort born in the 40's, when the range
of environments was likely much more
variables than it currently is.

Overall, Scarr-Rowe effects in the USA seem
weak at best, probably nonexistent, and
inflated by publication bias.

High heritabilities of IQ have also been

recorded in poorer, more primitive countries
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and time periods. Source 503 for example
found no Scarr-Rowe effect for a U.S. cohort
from the 40’s. The total variance in
intelligence, by itself, doesn’t necessarily tell
us the heritability of intelligence, but given a
bunch of people prevented by the environment
from reaching their genetic potential, we
would theoretically expect the variance in
intelligence to go down as the heritability of
intelligence goes up. However, the amount of
variance in intelligence has not meaningfully
changed over long periods of time [846], in
which enormous improvements in material
quality of life and concomitant reductions in
inequality of health and material well being
have occurred [845]. Additionally, social class,
a proxy for intelligence, has consistently been
found to be 50%-80% heritable across
countries [847], and, in the case of England,
over time [848]. Additionally, the same
heritabilities of IQ are found in Soviet Russia,
East Germany, rural India [849, p. 196], and

Africa [960] despite the regions’ problems.

Race (Scarr-Rowe):

What is meant to be implied by economic
Scarr-Rowe effects is that low SES is to be a
proxy for the environments experienced by
racial minorities. There is a meta-analysis
specific to this question as well [300]. It shows

that the heritability of differences between

Whites and other Whites is the same as the
heritability of differences between Blacks and
other Blacks and is the same as the heritability
of differences between Hispanics and other
Hispanics. Source 167 did not report the
results of tests for a Racial Scarr-Rowe effect,
but source 300 reanalyzed source 167’s data
and found it consistent with source 300’s
broader meta-analysis. Source 300
meta-analyzed the Scarr Rowe hypothesis
specifically with regards to whether White
heritability is different from Black heritability
or Hispanic heritability. All within group
heritabilities were equal. Source 300 also
tested for publication bias, and publication
bias “wants” the heritability of differences
between Whites and other Whites to be higher
than the other within-group heritabilities.

Again, the fact of within group heritabilities
being equal does not tell us the heritability of
between group differences. However, the two
kinds of heritabilities do have formal
relationships [see source 344 & page 445 of
source 7]. If the within group heritability is
lower for the worse performing group, that
would mean that the magnitude of
environmental difference required for the
heritability of the group differences to be zero
would be a smaller magnitude than previously

assumed.
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Age (The Wilson Effect):

There is a well replicated phenomenon called
the Wilson effect where the heritability of 1Q
rises with age, usually from about .5 in
childhood to .8 in adulthood. The Wilson
effect has been shown in studies using a
variety of methods (Twins reared together,
twins reared apart, unrelated siblings adopted
into the same home) over several decades
utilizing data on thousands of twins and
siblings [318]:
Source 318 - Figure 2 (source 308 related):
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A recent meta-analysis with ~150k MZ and
~150k DZ twins puts 1Q heritability at .8 in
the 18-64 cohort [490]. There 1is also
molecular genetic evidence for the Wilson
Effect [322]. Overall, IQ is ~50% heritable
within children, and ~80% heritable within
adults. Many people find this evidence to be
highly counter intuitive. Surely as life goes on,
and as you gain more life experience, the
effect of that life experience should accrue,
thereby driving twin correlations up for
non-genetic ~ reasons,  thereby  driving
heritability downwards? Right? Why does the

opposite happen?
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Two things are happening. The first is that all
of the longitudinal data, taken together, shows
that part of the story is simply new genes
activating during development. It would make
sense that people are selected for how they end
up as adults rather than what they were like as
children. Cross-time genetic correlations are
low during early childhood, they increase
sharply over childhood development, and
remain high from adolescence through late
adulthood [332]. While the influence of
shared environment lowers to near zero with
age, shared environment factors become more
stable with age (high cross-time shared
environment correlations), just like the genetic
influences. Nonshared environment
correlations rise too, but they only end up at
modest levels which means that they are
constantly changing throughout life.

The Fadeout Effect is likely another part of the
story; the effects of various environmental
variables on IQ fade with time [more here]. If
IQ is a function of whatever currently affects
it, and genotype is the only omnipresent factor,
then the fadeout of shared environment effects

should be absorbed by genotype effects and by

nonshared environment effects.

A third part of the story could be that —to the
degree that genotype affects phenotype by
affecting the environment—, heritability is
driven upwards by people slowly being more
and more acquainted to the environments that

their genotype “wants” them to be in.

High-g Versus Low-g:

From Charles Spearman’s Law  Of
Diminishing Returns, the Worst Performance
Rule [261], and from the high correlation
between g-loading and heritability [355, 356,
357, 358, & 359], we may expect that

differences in g would be more heritable for

between-low-g differences than for
between-high-g differences. This doesn’t
happen. Between-high-g differences have

about the same heritability as between-low-g
differences [496]. Moreover, the finding that
the most g-loaded tests are the most heritable
is true for high-g people [496]. Also worth
noting is that IQ is better at predicting job
performance in the high end of the distribution
than it is at predicting job performance in the

low end of the distribution [64].

119


https://sci-hub.se/https://doi.org/10.1037/a0035893
https://sci-hub.se/https://doi.org/10.1016/j.intell.2019.02.003
https://digitalcommons.unl.edu/cgi/viewcontent.cgi?article=1006&context=buroscogpsych
https://sci-hub.se/https://doi.org/10.1016/j.intell.2009.12.002
https://sci-hub.se/https://doi.org/10.1023/A:1016021128949
https://sci-hub.se/https://doi.org/10.1111/j.1467-9280.1992.tb00045.x
https://sci-hub.se/https://doi.org/10.1177/0956797613493292
https://sci-hub.se/https://doi.org/10.1007/s%2010519-009-9262-3
https://sci-hub.tw/https://doi.org/10.1007/s%2010519-009-9262-3
https://sci-hub.se/https://doi.org/10.1007/s%2010519-009-9262-3
https://sci-hub.se/https://doi.org/10.1037/0022-3514.86.1.162

Predictive Validity:

List Of Qutcomes:

As summarized in this useful chart from source 365, meta-analyses of hundreds of studies have
demonstrated that IQ is predictive of life success across many domains.

Source 365 - Table 25.1:

Measure of Success: r | k n: | Source #
academic performance in primary education S8 4 | 1,791 391
educational attainment 56| 59 | 84,828 253
job performance (supervisory rating) 531425 (32,124 393
occupational attainment 43| 45 72,290 253
job performance (work sample) 381 36 |16,480 394
skill acquisition in work training 381 17 | 6,713 395
degree attainment speed in graduate school 351 5 1,700 396
group leadership success (group productivity) 33| 14 - 381
promotions at work 281 9 [21,290 397
interview success (interviewer rating of applicant) 271 40 | 11,317 398
reading performance among problem children 26| 8 944 399
becoming a leader in group 25| 65 - 381
academic performance in secondary education 241 17 12,606 391
academic performance in tertiary education 231 26 | 17,588 391
income 20 | 31 | 58,758 253
having anorexia nervosa 20| 16 | 484 401
research productivity in graduate school A9 4 314 396
participation in group activities A8 | 36 - 402
group leadership success (group member ratings) A7 | 64 - 381
creativity 17 | 447 | 45,880 403
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Source 365 - Table 25.1 - Continued:

Measure of Success: r | k n 301#1:06
popularity among group members 18 | 38 - 402
happiness 05 | 19 | 2,546 404
procrastination .03 | 14 | 2,151 405
changing jobs 01 [ 7 | 6,062 406
physical attractiveness -.04 | 31 | 3,497 407
recidivism (repeated criminal behavior) -07 | 32 |21,369 | 408
number of children =111 3 - 400
traffic accident involvement -12 | 10 | 1,020 409
persuaded by conformism -12 7 - 378
communication anxiety -13 | 8 2,548 411
having schizophrenia -26 | 18 - 410

r = correlation coefficient; k = # of studies; n = # of participants; study name replaced with source number

Measurement Quality:

One thing to keep in mind is that all of these
meta-analytic correlations are probably limited
by the quality of the measurements they use.
For example, measuring income can be tricky
since temporary events like unemployment or
selling a house can cause a person’s income to
significantly differ from what it usually is. If
income is averaged over several years, the
correlation with IQ raises to .36 meaning that

IQ explains 13 percent of variation in income

and that a one point increase in IQ predicts a
2.5% increase in income [412].

-g:

Next, the g factor is responsible for the power
of 1Q tests to predict job performance [413]
and academic achievement [502]. The best
predictors are the most g-loaded. Therefore,
studies looking at life outcomes which use
more g-loaded tests and larger, more diverse

test batteries should find larger effect sizes.
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-Job Performance:

Source 64 reanalyzed the evidence on job performance and highlighted some interesting detail:

Table 1

Mean GOCT Standard Scores, Standard Deviations, and Range of Scores of 18,782 AAF Whire

Enflisted Men by Civilian Occupation (From Harvell & Harrell, 1943, pp. 231-232)

Occupation Y A Adcde Y] Range

Ajccountant 172 128.1 128.1 11.7 Qa157
Lawyer LR 127 .6 1268 Db Sk Q5157
Engi.‘nt-l:l’ a9 1266 1258 11.7 100—151
Public-relations man 42 1260 1255 11.4 100—14%
Anditor i 1259 1255 11.2 QE—151
Chemist 21 124 8 124 5 13.8 102—153

mer 45 124 5 1257 11.7 100—1 57
Chieef clerk 165 1242 124.5 11.7 BE—-153
Teacher 256 122 8 1237 128 Th—155
Draftsman 153 12240 121.7 12.8 Ta4—155
Sl.:nugm.phm' 147 121.40 121.4 12.5 HBi—151
Pharmacist 54 1205 1240 15.2 To—1-4%
Tabulating-machine operator 1400 12401 1198 13.3 BO—151
Hl:ﬂ:ll;kl:!l:":lll:l’ 272 1200 1197 13.1 TO—157T
Manager, sales 42 119.0 1207 11.5 QO-137
Purchasing agent REE ] 1187 1192 12.9 B2-153
Mamnager, production 2L 1151 117.0 16.0d B2—-153
FPhotogra a5 11746 1198 15.% Hio—147T
Clerk. general 4496 117.5 117.% 13.00 GE—155
l'_'l:rk—t}'plsl EEiT 1168 117.3 120 "O—147
Manager, misccllancous 235 1160 117.5 14.8 Bli—151
Installer—repairman., tel. & tel D6 1158 1168 13.1 Th—14%
Cashier 111 1158 1168 11 % BO—145
Instrument repainman 47 1155 1158 11.% B2—-141
Radio r:pni.n'rua.n 267 1153 1165 14.5 S56—151
Printer, job pressman, lithographic pressman 132 115.1 116.7 14.3 Gl—1 4%
Ralesman ELHE 115.1 1162 15.7 Gl—-153
Artist 45 114.% 1154 11.2 B2—-139
Manager, retail store 420 114.0 1162 15.7 52-151
Laboratory assistant 128 113.4 11410 14 .6 ToH—147T
Tool-maker fetnd 1125 1116 12.5 ToH—143
Inspector 355 1123 113.1 15.7 S54—147
Swock clerk 490 111.8 113.0 16.3 54151
Receiving and shipping clerk ARG 111.3 113.4 16.4 S58—-155
Musician 157 110.% 1128 15.% S6—147T
Machinist 456 1141 1108 1.1 35—153
Forcman 298 10 8 111.4 167 GO—151
Watchmaker 56 10 8 113.0 14.7 HE—147T
Aarplane mechanic 235 109 .3 110.5 145 BO—147
Sales clerk 4492 1092 1104 16.3 42— 145
Electrician 2RG 1010 11406 15.2 Hd—1 A%
Lathc opcrator 172 1085 10 4 15.5 Hd—147T
Receiving & shipping checker 281 107 .6 10E.9 15.8 52-151
Sheet metal worker 445 1075 1.1 15.3 GBI-153
Limeman, power and tel. & tel. 77 10771 1088 15.5 TO—133
Asscmbler EL L] 1.3 1Mo 146 4H—145
Mechanic 4x1 153 1083 1én.ib Gl—155
Muhh&b—ﬂpfmtﬂl 486 10 8 1057 17.1 42151
AU SCrvICCINEAn 539 142 1059 16.7 30-—141
Riveter 239 Tt 1 1053 15.1 S0—141
Cabinctmaker 45 103.5 1047 15.% GH—127T
Upholsterer 59 103.3 1058 14.5 HE—131
Buicher 259 10249 104 8 17.1 42147
Plurnber 128 1027 14 8 1én.ib ShH—13%
Bartender R 1022 10510 1 s S6—137T
Carpenter, construction 451 1021 1041 19.5 42147
P:ip-l:*—ﬁl:l.:l:’ T2 101.% 1052 18.0 S6—1 3%
Welder 4493 101.8 103.7 1.1 4H—147T
Auto mechanic A 101.3 101.8 17.0 45—-151
Molder T 111 105 5 2.2 4E—13T
Chauffer 14 1.8 103.0 134 46—143
Tractor driver 354 et ] 101 .6 151 42147
Painter, general 440 9K 3 10w 1 18.7 A8—-147
Crane-hoist operator oo ¥T e 1 166 SEH—147
Cook and baker 436 972 905 208 20147
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Table 1 (continued)

Occupation N M Medn RS Range
Weaver 56 97.0 97.3 17.7 50-135
Truck driver 817 96.2 97.8 19.7 16—149
Laborer 856 95.8 97.7 20.1 26145
Barber 103 95.3 98.1 20.5 42141
Lumberjack 59 94.7 96.5 19.8 46-137
Farmer 700 92.7 93.4 21.8 24147
Farmhand 817 91.4 94.0 20.7 24141
Miner 156 90.6 92.0 20.1 42139
Teamster 77 87.7 89.0 19.6 46-145

Note. GCT = General Classification Test; AAF = Army Air Force; tel. & tel.

telephone and telegraph.

So, as seen above, Jobs become more complex (higher average 1Q), the minimum required 1Q

increases, but there is no maximum IQ for any job, and the maximums in the recorded ranges are

probably mostly just noise in the data.

In addition, we can see that when jobs are categorized according to their cognitive complexity,

the validity of IQ is only .23 in the simplest of jobs and as high as .58 in the most complex jobs.

In addition, the correlation for computer programmers specifically is .73. Third, intelligence is

more related to success in job training than job performance:

Validity of the General Mental Ability (GMA) Measure in the
General Aptitude Test Battery

Complexity
level of job"

% of workforce

Performance measures

On the job

In training

14.7
2.5
62.7
17.7
24

L s Wb bl —

59
65
57
54
NR

After initial training however, the correlation between job performance and IQ raises with time

as workers gain more experience up to .59 for people who have 12 or more years of experience:

Total sample size

GMA with

performance correlation

4,424
3,297
570
84

22

.35
37
44
.44
.59
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Source 414 meta-analyzed 382 independent
samples from the UK. It replicated previous
findings, showing that IQ correlates at .42 with
job performance, and .49 with training
success. Interestingly, it also shows that 1Q
correlates at .32 with job performance among
clerical workers and .69 with job performance

among managecers.

-School Year & Difficulty:
Meta-analyses which are larger than source

391 find the exact opposite pattern of what
source 391 finds. Source 391 finds that the
correlation between IQ and GPA decreases
from primary school to secondary school to
tertiary school while the larger analyses find
the opposite, as shown by the table below:

Age r k n Source #
Elementary/Primary School 45 71 18,584 245
Middle School .54 75 49,771 245
High School .58 71 15,427 245
High School .65 32 13,290 415
College 72 78 16,449 415

1Q also correlates much more strongly with standardized tests like the SAT, the ACT, and the

GCSE than it does with grades:

Test: Correlation with 1Q: Sample Size: Source #
SAT-Verbal 0.80 339 246
SAT-Math 0.70 339 246
ACT 0.87 339 246
SAT 0.86 917 247
SAT 0.72 104 247
SAT 0.58 97 248
GCSE 0.81 70,000 249

Given that the SAT is functionally an IQ
subtest, we can take the following evidence as
further support for the general finding that 1Q

can be a better predictor of life success at the

high end of the spectrum than at the low end.
For predicting outcomes ranging from income
scientific

to educational attainment to

achievement, variation at the high end of the
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SAT distribution corresponds to success more
than variation at the low end does:

Source 251:
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Socioeconomic Status & Causality:

Often, researchers want to know what effects
IQ has on various outcomes after controlling
for SES. However, this is to commit the
Sociologist’s Fallacy [more here] because of
genetic confounding between the three
variables. What’s actually happening when 1Q
is related to life performance and the
relationship is moderated by “environment”, is
that 1Q causes life performance, and life
“environment”. The

performance causes

“environment” oftentimes is actually just
caused by phenotype, and like phenotype, is
substantially heritable [more here]. When the
relationship between IQ and life performance
is controlled for wealth, or whatever else, what
the result is really saying is “When the
relationship between genotype and phenotype
is controlled for, genotype has no effect on
phenotype!”. 1Q is the independent variable

since it is substantially heritable [more here].
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With that out of the way, the relationship between IQ and life performance is robust to

controlling for SES, as shown by the table below:

Life Outcome: Standardization Beta: N Source #
math scores .60 7,147 421
reading scores S1 7,147 421
scholastic achievement .59 372 419
scholastic achievement .60 100 419
scholastic achievement .64 169 419
social class 41 - 422
educational achievement 47 - 423
income 31 1,579 328
occupational status 25 6,000 424

Along with providing the regression
coefficient used in the table above, source 328
uses a siblings fixed-effects model to show
that 1Q predicts life outcomes within families.
That is, within a given pair of siblings the
sibling with the higher 1Q typically ends up
better educated, richer, and working a higher
status occupation, than does their less
intelligent sibling. This controls for all shared
environment effects as well as some, but not
all, genetic effects. The results of this sibling
analysis are remarkably similar to regular

regression results despite employing a much

stronger control for the home environment:

Source 328 - Table 5-2:

TABLE 5-2

COMPARISON OF THE INDEPENDENT EFFECT OF 1Q IN THE
SiBLING SaMPLE UsiNGg THE BELL CURVE'S CONTROL FOR
ParenTaL SES vErsus A Fixep-ErFrFecT MODEL

Bell Curve
Control for Siblings Fixed-
Parental SES Effects Model
OLS or OLS or
logit logit
Indicator n coefficient® n coefficient?
Annual earnings, 1,579 5,548 1,579 5,317
year-round (603) (852)
workers
Years of schooling 4,758 .59 4 578 45
(.02) (.02)
Attainment of BA 3,884 1.76 309 1.87
(.09) (.23)
High-1Q 2,946 1.39 94 1.72
occupation® (.14) (.43)
Out of labor force 1,096 —.34 132 —-.30
1+ month* (.10) (.19)
Unemployed 1+ 720 —.52 65 —.47
monthe (.14) (.29)
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Similar siblings fixed-effects results are found
in 364,193 Danish men for income, grades,
and welfare use [425]. This shows us that
rather crude measures of SES actually do a
good job of capturing most of whatever home
environment variables actually matter, seeing
as controlling for family by definition controls
for whatever shared environmental variables
actually affect.

Accordingly, straightforwardly taking a bunch
of economic variables and factor analyzing
them so-called

produces a general

socioeconomic (S) factor [797, 798, 801, 802,

953]; this s factor also correlates with the g
factor.
Other:

Finally, turning to longitudinal research,

source 253 meta-analyzed how IQ (and other

predictors) correlated with income,

occupational attainment, and educational

attainment, with 1Q measured first, and the life
outcomes measured at least 3 years later
making results predictive rather than
retrodictive. Results are consistent with the

rest of the literature, and 1Q is consistently the

best predictor. It is even slightly better at

predicting educational attainment than grades

are. IQ is also a better predictive variable in

the studies with time gaps larger than 10 years:
Source 253 - Table 1:

E N - w P sDr sDp CV 95%, C195%

50 84,808 16 ag 56 12 10
20 26,504 49 48 .56 10 07
72 156,360 0 az 50 14 13
57 141216 37 40 a8 13 13
55 147,090 34 35 a2 09 07
13 64165 29 31 39 10 1
17 69,082 ] a4 55 12 10
27 49,646 48 AT 53 09 07

s 72,200 37 36 a3 13 08
21 43304 a1 38 a3 (] 05
52 132,591 27 26 31 08 06
10 116,998 21 23 27 08 07
57 146,343 28 29 35 10 08
12 60,735 19 21 27 07 10
16 74,925 30 31 38 08 .08
54,049

In addition, a reanalysis of the evidence on job

performance [426] gives us the following

Table 1
Predictive Validity for Overall Job Performance of General Mental Ability (GMA) Scores
Combined With a Second Predictor Using (Standardized) Muitiple Regression
Standardized regression
Gain in validity . weights
from adding % increase
Personnel measures Validity () Muldple R supplement in validity GMA _ Supplement
GMA tests* Ejl
‘Work sample tests® 54 63 a2 24% 36 A1
Integrity tests’ 41 65 14 27% kil 41
Conscientiousness lests® 31 60 0 185 51 31
Employment interviews (structured)* 51 63 a1z 245 a9 39
Employment interviews (unstructured)’ 38 55 o4 8% 43 2
Job knowledge tests* 48 58 o 1% 36 31
Job tryeut procedure® 4 58 o 14% 40 20
Peer ratings' 49 58 n 14% 35 31
T & E behavioral consistency method! 45 58 o 14% 39 3l
noe checks' 26 57 9 2% 51

Job experience (years) .18 54 03 % 51 18
Biographical data measures® D 52 01 2% 45 13
Assessment centers* 37 53 0 1% 43 15
T & E point method® 11 52 01 2% 39 29
Years of education® 10 52 01 2% 51 10

3 10 52 o 2% 51 10
Graphology® St 00 0% 51

-0l 51 00 0% 51 —o01

Much of the predictive power of other

predictors of job performance is accounted for

by 1Q.
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Miscellaneous Outcomes:

-Does 1Q Measure Conformity?

With

respect to leadership, source 381
meta-analysed 151 samples and found a weak
positive relationship between a person’s 1Q
and their effectiveness as, or probability of
becoming, a leader. Source 380 also finds that
1Q is positively correlated with the probability
of someone being an entrepreneur.

With respect to risk taking behavior, which we
may expect more conformist people to be less
willing to engage in, greater intelligence is
related to either no difference or more risk
tolerance [379].

Intelligence is related to rationality and
skepticism towards unfounded beliefs [286].
In 2016, Stanovich, West, and Toplac came up
with a formal test of rationality in their book,
source 376, which was supposed to be an
attack on intelligence testing for not being the
same thing as rationality. However, their own
data (table 13.11) shows their Comprehensive
Assessment of Rational Thinking (or CART
test) to correlate with 1IQ at .695. So with
respect to critical thinking, IQ is strongly

correlated with formal tests of rationality that

gauge people’s propensity to incorrectly use
mental heuristics or think in biased ways:

Source 376 - Table 13.11:

Table 13.11

Correlation comparisons between the full-form CART (20 subtests), the short-form

CART (11 subtests), and the residual CART (9 subtests) in RT60

Full-Form Short-Form Residual
CART CART CART

Cognitive Ability 695 671 620
Composite3—Turk
Cognitive Ability A6T 546 AT4
Composite3—Lab
SAT Total—Turk 313 319 253
SAT Total—Lalb 495 ARG J384
Cognitive Ability 713 699 638
Composited—Turk
Cognitive Ability 614 595 506
Composited—Lab
Sample (Turk = 1; Lab = Z) —283 —2&0 —280
Sex (Male = 1; Female = 2) -.322 -.320 —265
Actively Open-Minded 628 631 508
Thinking scale—Turk
Actively Open-Minded 554 S68 387
Thinking scale—Lab
Deliberative 267 281 191
Thinking scale—Turk
Deliberative ATZ AT0 360
Thinking scale—Lab
Future Orientation scale—Turk An 296 286
Future Orientation scale—Lab 297 278 267
For Cognitive Ability Composite3 (N = 747)

Correlations > 075 significant at the .05 level, two-tailed

Correlations > (126 significant at the .001 level, two-tailed

For Cognitive Ability Composite4 and SAT (N = 538)

Correlations > (086 significant at the .05 level, two-tailed

Correlations = 141 significant at the (001 level, two-tailed

One formal logical fallacy is the appeal to
authority fallacy (“the government says it
therefore it’s true!”). Source 378 conducted a
meta-analysis and found that people scoring
high on 1Q tests were less likely than average
to be convinced by either conformity driven or

persuasion driven rhetorical tactics.
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Intelligence has been found to be related to
humor ability [494].

With respect to real world problems as
measured by situational judgement tests
(SJTs), source 377 found a .46 correlation
between people’s scores on SJTs and IQ tests
in a meta-analysis of the subject.

So, the short answer is no, it does not.
-Longevity:

Source 382 meta-analyzed 16 longitudinal
studies totaling 1,107,022 participants and
22,453 deaths; smarter people are, in general,
less likely to die of all causes. Adult SES and
education somewhat mediates the relationship,
but childhood SES doesn’t which suggests that
the reason for mediation is that adult SES is
influenced by intelligence. Adding to this,
there is also evidence that the relationship
between intelligence and general lifespan is
mostly genetically mediated [383].

For more specific associations, source 637
used data on 7,476 participants of the 1979
NLSY who had intelligence measured in the
NLSY, and a variety of health outcomes
measured ~20 years later at 40 years old. It
also reviews some of the other literature for
cognitive epidemiology at the start. Source
637’s results are only slightly attenuated by
parental SES. Of the 19 significant

relationships, intelligence is associated with

better outcomes on 15 of them including

ulcers, severe tooth or gum trouble, epilepsy or

fits, stomach or intestinal  ulcers,
lameness/paralysis/polio, sleeping trouble,
headaches/dizziness/fainting, anemia, chest

pain/palpitations, neuritis, leg pain / bursitis,

depression/anxiety, asthma, foot and leg
problems, and Kidney/Bladder problems.
Longitudinal data on a cohort of over
1,000,000 Swedish men shows fatal and
non-fatal accidental injury to be related to
lower intelligence [638 & 639]. Additionally, a
small meta-analysis finds intelligence to be
negatively related (-.12) to involvement in a
car accident [409].

Given a pre-existing injury, people of higher
intelligence are better at dealing with the

situation. One experiment on the efficacy of a

drug which also measured the IQ of
participants found that the higher IQ
participants  persisted with taking the

medication for longer periods of time
indicating that they could better care for
themselves [640]. Investigation of the link
between health literacy and actual health also
finds that the relationship is almost entirely
mediated by intelligence [641]. Intelligent
people also make use of more preventative
medicine even when access to healthcare is
equal [642].

Using longitudinal data from a nationally

representative (for the U.K.) sample of 17,419,
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source 651 finds that high childhood IQ
predicts lower BMI, less obesity, healthier
food consumption, and more frequent exercise
in adulthood after controlling for education,
earnings, mother's BMI, father's BMI,
childhood social class, and sex. However,
before controls, IQ only explains 0.009% of
variance. Food deserts (poor areas where
healthy food is scarce or expensive) are also
the result of insufficient demand for healthy
foods [841].

-Self Control / Time Preference:

One concept from economics which has utility
outside of economics is the concept of time
preference. Imagine offering a child the option
of having 1 chocolate bar now, or ten
chocolate bars in one month’s time. The child
which prefers having 1 chocolate bar as soon
as possible is the child with a higher time
preference. Higher 1Q people tend to have
lower time preferences. In a meta-analysis
looking at “delay discounting”, which is
defined the same as time preference, the
correlation between IQ and low time
preference was found to be -0.23 on the
aggregate [871]. This relationship is
genetically mediated [1115], however this
genetic mediation cannot fully explain the
heritability of self control because self control

is about 50% heritable [1117, 1118, & 1119].

-Financial Decision Making:

Source 1160:
When inflation happens, the value of a dollar
on any given day is less than the value of a
dollar the previous day. Given this, a rational
actor would respond to inflation by purchasing
everything as soon as possible or buying a
currency like gold which doesn’t experience as
much inflation. This paper found that above
median IQ men to display 50% less errors in
predicting when inflation would occur, and
were also more likely to consume in the short
term when inflation was happening.

Source 1161:
This paper found higher IQ investors to
display superior market timing, stock-picking
skill, and trade execution.
-Crime:
Chapter 16 of source 384 meta-analyzed
research done on the relationship between IQ
and crime, delinquency, and related variables.
Out of 68 studies on IQ and delinquency, 60
found a negative relation (88%) and the
remaining 8 found no significant relationship.
Out of 19 studies on IQ and adult criminal
offending, 15 (79%) found a negative
correlation. Out of 17 studies on self-reported
offending and 1Q, 14 (82%) found a negative
relationship. Out of 5 studies on IQ and

antisocial personality disorder, and out of 14
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studies on childhood conduct disorder, all 19
found a negative relationship. Thus, the vast
majority of research establishes IQ as a
correlate of crime and related constructs. On
the other hand, only 7 of 19 (36%) of studies
on recidivism and IQ found a negative
relationship. The authors posit that this is
explained by range restriction; to be able to be
caught in 2 crimes you have to be dumb
enough to commit the first one which means
the population of interest has undergone
significant range restriction. Source 408
however did a meta-analysis on recidivism
going over 32 studies and 21,369 participants
and found a -.07 correlation between
intelligence and recidivism.

These findings are confirmed by large,
representative birth cohort studies in the
[387], Finland [385],

The (700,514

United States and

Sweden [386]. massive
participants) study from Sweden [386] found
that the negative -.19 correlation between IQ
and crime only fell to -.18 when controlling
for income and single motherhood.

With regards to the differential detection
hypothesis, source 388 investigated the impact
of neighborhood characteristics and found that
the negative relationship with criminality held
even after controlling for neighborhood
poverty, unemployment, % Black, % female

headed household, and % on public assistance,

as well as individual age, sex, race, poverty,

self-control, and age. Although, the
relationship between IQ and criminality was
much stronger in well-off areas than it was in
disadvantaged areas. We also have evidence
like source 389 which compares actual arrests
to self report finding no difference in
intelligence estimates between methods of
assessing criminality. Perhaps self report isn’t
the best assessment, but the result is certainly
not what you would predict if differential
detection mattered. Either way, to whatever
degree differential detection matters, the
impact that IQ has on how your life is affected
by run-ins with the law remains the same.
There is also longitudinal evidence linking IQ
measured in early childhood to crime later in
life. Source 390 conducted a 25-year
longitudinal study on 1,625 participants. They
found that IQ at age 8-9 predicted criminality
in adulthood. This relationship was also found
to be mediated by childhood conduct
problems, which just tells us that IQ begins to
have an effect on criminality at an early age.

A meta-analysis of over 27,000 people from
four European twin cohorts [842] on academic
performance (i.e. intelligence-proxy) and
aggression (parental and self-ratings) finds
both and

within-family ~ associations

between-family associations, thus ending

discussion of neighborhood characteristics &
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shared environment. The twin data also shows
genetic mediation between the two, but
relationships are still found between MZ twins
which implies a role of nonshared
environment. The agreement of parental report
and self report is also further evidence against

the differential detection hypothesis.
On 1Q & Human Value:

Intelligence is an incredibly unidimensional

trait [more here, here, here & here], it is not

very malleable [more here, here, & here], and

individual differences in intelligence are
mostly genetically caused [more here]. 1Q is
also the most important variable influencing
life success across many domains [more here],
however this does not mean that intelligence
explains all or even a majority of the variance
in success. Let’s take the two life outcomes
which intelligence is most predictive of:
grades in high school (.58 [286]), and job
performance (.58 in complex jobs [64]). In this
case .58 squared is .3364, meaning that, at
best, IQ explains 33.64% of variance, and in
most life outcomes, it explains well below
that. It also doesn’t matter how smart a person
is if they never put in the required effort to use
their intelligence to solve tasks. Although IQ
is a better predictor, conscientiousness, a
personality trait from the big 5 test which

measures work ethic among other things, also

has validity independent of intelligence for

predicting job performance [426]:

Table 1
Predictive Validity for Overall Job Performance of General Mental Ability (GMA) Scores
Combined Witk a Second Predictor Using (Standardized) Muitiple Regression

Standardized regression
Gain in validity weights

from adding % increase T EEE—
Personnel measures Validiry (1) Multiple R supplement in validity GMA Supplement

bish
233
SBES

285%
#RA
Bus

28%3338858EE
z
#
u

Worth noting is that while Intelligence is
substantially unidimensional [more here] and
most of its predictive power is a result of its
general dimension [413 & 502], g isn’t the
entire story and non-g residuals have some
independent predictive power [1162].

One of the things which IQ is predictive of is
the ability to think rationally, avoid using
biased mental heuristics, and to believe correct
thing [286, 376, & 378]:

Source 376 - Table 13.11:

Table 13.11

= the full-form CART (20 subtests), the short-form
dual CART (9 subte in RT&0

Full-Form Short-Form Residual

CART CART CART

LG9S 671 -620

s46 Lava

319 253
489 384
EE] 638

595 _506

— 260 — 280

—.320 — 265
631 _508

This being stated, achieving rationality also
requires the motivation to be rational [286]; it
doesn’t matter how smart you are if you don’t

stop to think.

132


https://sci-hub.se/https://doi.org/10.1016/j.paid.2017.10.026
https://sci-hub.se/https://doi.org/10.1037/0022-3514.86.1.162
https://sci-hub.se/https://doi.org/10.1037/0033-2909.124.2.262
https://lh3.googleusercontent.com/keep-bbsk/AGk0z-PKTCU4Ohl1cVw4UmDzglOegWgtyEcKMuQLpizhrQRzw_uv1IQIv74FwbRO-M_uBVnW1pYdxG7ANLqaUlTRfXXw17jV9txeWt_4lU8=s839
https://sci-hub.se/https://doi.org/10.1037/0021-9010.79.4.518
https://sci-hub.se/https://doi.org/10.1016/j.jsp.2018.10.001
https://scihubtw.tw/https://doi.org/10.3390/jintelligence6030043
https://sci-hub.se/https://doi.org/10.1016/j.paid.2017.10.026
https://b-ok.cc/book/2862073/35db7b
https://sci-hub.se/https://doi.org/10.1037/0033-2909.111.1.156
https://b-ok.cc/book/2862073/35db7b
https://lh3.googleusercontent.com/keep-bbsk/AGk0z-NPqAYaNk8axSn7wt8KwR39yiLXJq4qDCxlST5TkZFC_3_pfiRjKjx56PwPbpaBB7RKrWSfJFZmk-v8nJpgLnvdoZIh62_WvtFoEUI=s560
https://sci-hub.se/https://doi.org/10.1016/j.paid.2017.10.026

Blind Men and g Elephant

It's
Processing
Speed!

It's
| Spatial
Ability! J \
It's

It's F
( :Imrlcrng | o 'i Reasoning
emory! ( | ——
M _ f:" ’; . Ability!
;- \ﬁl J'!..\I
Fra f/ F \:A.
AL T | 4 =
."| s ; “:,--’ | 'l *
g s r
A &G ¥ Fo32
“! f‘!f_\_..-—{_, e
| It's ' F "
Executive Mtatsh
Function! 25
Ability!

133


https://lh3.googleusercontent.com/keep-bbsk/AGk0z-MK26-jfI732VkI8gSXbe8tpaK0AgKBOejFjH08u35d0aOuBRpp9MC-E-7e_4FKiKnm5Ed9jg6s1xDuvllMyO-zjDfxP13BWFfWvio=s858

4. Vanilla Privilege

Navigation:

I. A Substantial Amount Of Credit Is Due To Sean Last.

II. Summary

III. Lived Experience # Evidence
A. How Biased Are Whites?

1. Ethnic Identification 3. Stereotypes
2. Implicit Biases 4. Genetic Self-Interests

IV.  The Criminal Justice System
A. Stops & Searches
1. More Cops = Less Crime
B. Arrests (13:50)
1. Drug Arrests
2. Shootings
C. Sentencing

1.  Pre-Trial Outcomes 3. Mock Juries

2. Post-Trial OQutcomes 4. Black Judges & Black Lawyers
D. What Of The Gaps?

1. Poverty? 5. Education?

2. Family Structure? 6. Aggression & Testosterone?

3. Lead? 7. 1Q?

4. Child Abuse? 8. Self Control?

V.  Economic Gaps
A. Slavery & Intergenerational Wealth

B. Educational Opportunity
1. Affirmative Action 3. Behavior?
2. Debt / Inheritance?

C. Bias In Lending

1. Credit Scores 4. Black-Owned Banks
2. Default Rates 5. Redlining

3. Pay Schedule
D. Hiring Discrimination

1. Statistical Discrimination: Rational Or Discriminatory?
E. What Of The Gaps?

1. 10? 2. Self Control?
Previous Chapter Table Of Contents Next Chapter

134



Summary:

In this chapter, we shall shamelessly play the
blame game. To claim that an aspect of society
is racially biased is to take upon oneself the
burden of proof and to put oneself in a
dangerous position; all that needs to happen
for such a claim to be wrong is for enough
confounding variables to be discovered that an
inexplicable disparity does not exist once they
are accounted for. Such a position is inherently
dangerous because theoretically plausible
confounders are infinite.

However of course, we are playing a game of
hot potato. Once the blame has been removed
from one aspect of society, that blame is
simply moved onto either another aspect of
society, or onto differences in behavior. From
here, blame for the existence of differences in
behavior, or for the existence of differences in
treatment, can be passed on to yet more
aspects of society or behavior.

# Evidence: In this
that it s

epistemologically inappropriate to base claims

Lived Experience

subchapter, it is argued
of society level discrimination on anecdote,
and that peoples recollections of their “lived
experiences” are often epistemologically
inadequate for discerning the existence of
racial bias as the cause of even individual
actions [more here]. It is also argued that
levels of racial bias among and discrimination
from Whites are low [more here], that the
implicit  associations test is a poor
operationalization of racial bias [more here],
and that whether or not people believe in
stereotypes is a poor operationalization of
of racial bias An

levels [more here].

explanation grounded in evolutionary

psychology is also offered as for why might
racial biases exist [more here].

In this
subchapter, it is argued that there is no

The Criminal Justice System:

appreciable anti-Black bias in criminal
sentencing [more here], in arrests [more here],
in use of force by police [more here], and in
civilian stops and searches [more here]. This
would mean that the Black-White crime gap
really is a crime gap rather than just an arrest
bias. It is also argued that the Black-White
crime gap cannot be substantially explained by
wealth, family structure, lead exposure,
education, or child abuse [more here]; and that
rather than these, it is likely mediated by
differences in individual level factors such as
self control, aggression, and 1Q [more here].

Economic Gaps: In this subchapter, it is

argued that where sufficiently studied, Blacks
are afforded opportunity which is equal or
superior to that afforded to Whites in various
domains such as education [more here],
lending [more here], and hiring [more here]. It
that the
Black-White wealth gap cannot be explained
by the historical Black-White wealth gap

because the intergenerational effects of wealth

is also argued modern day

usually fade to the point of negligibility within
2 generations, and that we have reason to think
that this should have also applied to the
Black-White wealth gap [more here]. Given
the enduring presence of the various
Black-White gaps and the infeasibility of
modern day discrimination for explaining
them, it is then argued that the modern day
gaps are attributable to individual level factors
such as self control and IQ [more here].
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A substantial credit is due to @[Sean] [Last].

Source Epic - Figure 13.50:
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Lived Experience # Evidence:

When
discrimination,

the
those

discussing prevalence  of
that

discrimination is rampant sometimes appeal to

claiming

their ‘lived experience’ as evidence for their
view. Moreover, if statistical evidence is
marshaled which suggests that discrimination
is not prevalent, some people will take offense
at the attempt to ‘invalidate their lived
experience’.

Traditionally, this kind of thinking is called
“anecdotal reasoning” and people learn that it
is problematic sometime in high-school or
said that

anecdotal reasoning is to be avoided because

early college. Generally, it is
human memory and judgement is highly
fallible [1043], and because an individual’s
experience will often differ from peoples’
typical experiences. For these reasons, while
personal experience can be useful in the
formulation of hypotheses, statistical evidence
is preferred when it comes to judging the truth
of such hypotheses. When better evidence isn’t
available, and personal experience is all we
have, we should either avoid forming a view,
or hold the view we form with a great deal of
uncertainty.

This is all true and applicable to people’s lived
experience of discrimination. But there are
even deeper problems here. Often, there is no
evidence that discrimination took place in

people’s  recollections of their ‘lived
experiences’ even when those recollections are
taken at face value. Frequently, these

experiences merely consist of minorities being
treated unfairly by particular Whites without
reason to think the unfair treatment is based on
race. Certain people are jerks, and in a society
without racial discrimination, some Blacks
would be jerks to some Blacks, some Blacks

would be jerks to some Whites, some Whites
would be jerks to some Whites, and yes, some
Whites would even be jerks to some Blacks.
Take the following two videos to more
colorfully illustrate the flaws of this sort of
reasoning: [1051 & 1052].

When this is pointed out, many will pivot to
say that the evidence of discrimination is that
Whites are disproportionately jerks to Blacks,
with the general trend evidenced by the
summation of lived experience, but the general
trend can only properly be ascertained with
empirical evidence. In fact, proper tests of
discrimination generally find that Whites do
not substantially discriminate [more here].

To illustrate the flaws of anecdotal reasoning
as it applies to the question of discrimination
in particular, take for example Kleck and
Strata’s experiments [1044]. In them, study
participants were assigned a negative physical
attribute. Some were given fake scars by make
up artists while others had to fill out a
biographical saying that they had epilepsy.
These subjects then interacted with other
people who were given said biography cards.
Study participants reported that people liked
them less, were patronizing, and tense,
because of their assigned physical defects.
What the participants didn’t realize was that
the people they were interacting with were not
their
epilepsy and a moisturizer that was applied to

actually informed about supposed
their scars after they viewed it in a hand mirror
was actually a product that erased the whole
thing. Thus, they perceived the discriminatiom
they expected despite none actually taking
place.

These are a few signs that this also applies to
lived experiences of racial discrimination; that

minorities’ theories of society color their
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views of their various social interactions.
Racial discrimination supposedly used to be
overwhelming in the past before reforms to
society, but younger minorities are more than
or equally as likely as older minorities to say
that they have  experienced racial
discrimination [1045, 1046, & 1047]. The
same is also true for reports of discrimination
by age among women [1048]. Younger women
are also more likely to see men as being

advantaged [1049]. Another sign is that reports
of discrimination are highest among the most
that
discrimination vary with partisan ideology,

educated/privileged, and reports of
suggesting that many only believe in their
discrimination when they are told that it
happens [1045, 1047, 1048, 1049, & 1050].

Yet another sign of such inflated expectations

is that foreign born Hispanics are less likely to
report discrimination than Hispanics born in
the USA [1047]. Finally, one more sign of
such inflated expectations is that Blacks who
live around less White people and should thus
have less opportunities to experience
discriminatory actions report experiencing

more discriminatory behavior [1046].

How Biased Are Whites?

Experimental tests for discrimination generally

find very little evidence that Whites racially
discriminate against Blacks, and find much
stronger evidence that Blacks discriminate
against Whites. Source 478 meta-analyzed 17
such studies and found that Whites exhibited a
statistically insignificant tendency to favor
Blacks while Blacks exhibited a larger and
statistically significant pro-Black bias. In an
older meta-analysis of 31 studies totaling 48
hypothesis tests [1053], Whites showed no
bias (d = .03, p =.103) for the main effect, but

Blacks were not assessed. However, there
were ways of cutting the data that caused
differences to emerge. To produce this result,
studies were separated based on how hard it
was to help the stranger and how much they
needed the help. When helping people was
easy and no one was in dire need of help,
Whites exhibited a slight bias in favor of
Blacks. When helping people was easy and the
people in question were in great need of help,
there was a bias in favor of Whites. When
helping people was hard, there was no
difference in the propensity of Whites to help
others:

in the Helping Behavior of White Americans

0,05 (NS)

0.1

0.08
€ PRO BLACK

Thinking about how such results may apply to
the real world real world, we have to consider
the frequency of each sort of incident.
Intuitively, we may expect that the most
common situations are small favors where
people are easily helped in ways that slightly
benefit them while situations in which help is
easy and the need is high almost never happen.
As for situations in which helping was
difficult, statistically significant effects were
not found. While source 1053 did not assess
discrimination patterns by race, the previous
review which source 1053 is based on did

assess the behavior of Blacks, and noted that
Blacks exhibited a larger in-group bias than
did Whites [1054].

This is also consistent with studies which
assess racial biases in experiments where
people act as jurors and vote on whether or not
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a given defendant is guilty and on how long a
convict’s sentence should be.
Source 989 analyzed data from 34 such
studies. It was found that Whites have nearly
no bias in such decisions (0.0284 & 0.096d for
verdict and sentencing decisions respectively)
while the Blacks exhibited a moderate
in-group bias (0.428d & 0.731d for verdict &
sentencing respectively).
A more recent meta-analysis [990] once again
found White jurors to have no bias against
Black defendants, but to have a moderate bias
against Hispanics defendants. Black jurors, on
the other hand, once again expressed a
pro-Black/anti-White bias:

Source 990 - Table 1:

60450 215 08 10 927.18"

In the experimental literature we can also look
at studies which assess racially differential
reactions when participants are assigned
partners with which to complete tasks or
engage in social interaction. Source 1055
meta-analyzed 108 samples from this literature
and found that there was a weak, but
statistically significant, tendency for each
outcome to be more favorable among same
race pairs of people:

Source 1055 - Table 2:

Effect Size, Significance, and Heterogeneity Statistics for Interracial Interaction Ouicor

Outcome variable k Mean r

Whites and minorities did not significantly
differ in their degree of in group bias when
this was measured in terms of their objective
performance on a task or how they said they
felt about their partners. However, among
minorities, their reported general emotional
state and body language did not differ
according to the race of their partner while this
was not true of Whites:
Source 1055 - Table 5:

Importantly, these effects have been declining
with time. Studies done many decades ago
but
research done within the last 15 years finds

found practically significant effects

trivial effects on all outcomes with all
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measures reporting effect sizes of less than .15
by 2010:
Source 1055 - Table 3:

Estimated effect sizes (r)

Figure 3
indicate 1
state \‘.H

nonverb:

It’s also worth noting that people’s explicit
attitudes towards their partners, and their body
language, used to exhibit the strongest effect
sizes. Today, people’s general emotional state
and group performance are the strongest
effects; really, these wvariables should be
investigated as potential confounders of the
racial effects. This is consistent with people
learning to hide their discomfort with racial
diversity, but it should be emphasized that
even the strongest of these effects is quite
weak. For all measures, around 1% or less of
the variance in outcomes is explained by the
racial homogeneity of the pair of people
involved.

-Ethnic Identification:

While not the same as discrimination, the

degree to which people say they identify with
their ethnic group and consider their ethnic
identity to be important is clearly related. Pew
Research Center polling data finds that 74% of
Blacks, 59% of Hispanics, and 56% of Asians
their
extremely/very important part of their identity
while only 15% of Whites do [1056].

consider ethnicity to be an

This is also consistent with various studies that
employ more complex measures of ethnic
identity. For instance:

Source 473 - Table 6:

TABLE 6: Ethnic Identity Item Mean Score by Ethnic Group
Item Mean Item® Mean
Difference Without  Difference With
Item® Mean Adjustment Adjustment
Score (SD) for SES® (SE) for SES® (SE)
European American 2.71(.59) — —
African American 3.07 (.56) -.37*** (.03) —.36*** (.03)
Mexican American 3.01(.53) -31***(.03) -.32*** (.03)
Central American 3.03 (.52) -.32*** (.04) -.33*** (.04)
Vietnamese American 3.02 (.54) -.32"** (.04) —.33*** (.04)
Chinese American 3.04 (.50) —.34*** (.05) —-.35*** (.05)
Indian American (India) 3.27 (.58) -.56*** (.05) =.57*** (.05)
Pakistani American 3.34 (.48) —.64*** (.05) —62*** (.06)
Pacific Islander 3.11 (.55) —.40*** (.06) —.40*** (.06)
Mixed Ancestry 2.94 (.60) -.23"** (.04) —.24"** (.04)

a. European American as the comparison group.
b. SES = socioeconomic status.
***p <.001.

Source 474 - Table 1:

Main-Effect Differences Between Ethnic Groups on Self-Esteem,
Authoritative Parenting Style, Family Stress, Teacher Support, and
Ethnic Identity

TABLE 1:

Means (SD) by Ethnic Group
Outcome Hispanic® African American® White® F value
Self-esteem 3.50 (. 66)T 3.93 (. 68) 3.87 (.70)t 19.91***
Authoritative style 1. 93 (.62)f 2.12 (.60)* 207 (60)F  3.33*
Family stress 57 (4 1) .66 (.54) .48 (.37) 248
Teacher support 2 16 (- 48) 2.24 (.49) 2.28 (A47)t 3.09*
Ethnic identity 3.00 (.48)" 3.12 (47)F 292 (58)7  5.49*

Source 476 - Table 1:

Table L. Means and Standard Deviations for Self-E: Ethnic Identity,
American Identity, and Other-Group Attitudes
African Americans Latinos Whites
(n = 232) (n = 372) (n = 65)
Self-esteem 337 (47) 3.07 (.52) 3.12 (57)
Males 341 (47) 3.7 (.50) 3.28 (47)
Females 333 (.51) 3.00 (.53) 2.93 (.63)
Ethnic identity 3.26 (42) 3.16 (.45) 2.74 (.60)
American identity 3,23 (.88) 3.05 (.76) 3.39 (.74)
Other-group attitudes 3.07 (.66) 3.22 (.54) 3.53 (.58)
Source 477 - Table 4:
TABLE 4: Ethnic Identity Scores, by Ethnic Group
High School College
n X SD n X SD
Asian 134 292 .49 35 3.02 .45
Black 131 3.04 .49 1 3.46 .43
Hispanic 89 291 .49 58 3.07 .62
White 12 2.42 .51 23 2.86 .60
Mixed 41 2.84 .51 8 2.62 .69
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We can also look at explicit preferences where
we ask people how much they like various
ethnic groups and compare this to how much
they say they like their own group. A
meta-analysis of this sort of research [1057]
finds that White Americans have a weak and
declining preference for their own group equal
to roughly .20 SD. The trend in this preference
is such that it is expected to reach zero
sometime between 2022 and 2040:

Source 1057 - Figure 1:
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Similarly, we can look at which race Whites
and Blacks say they feel the closest to. Whites
generally feel about 8% less
closeness than do Blacks [1058]:
Source 1058 - Figure 13 (W):

in-group

Fig. 13 (W): Feelings of closeness toward blacks and whites

(White respondents)
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Closeness: "In general, how close do you feel to blacks? And in general, how close do you feel to
whites?" Results presented are a difference score between closeness to whites and closeness to
blacks, collapsed to the categories that are presented.

Source 1058 - Figure 12 (B):

Fig. 12 (B): Feelings of closeness toward blacks and whites
(African American respondents)
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Closeness: "In general, how close do you feel to blacks? And in general, how close do you feel to whites?*
Results presented are a difference score between closeness to whites and closeness to blacks, collapsed to the
categories that are presented.

Again, the trend over time is a decrease in
what would be considered the ethnocentric
result. We see similar trends when we look at
White opposition to things such as living in a
Black neighborhood, going to a Black school,
interracial marriage, etc with opposition to
these things being low:
Source 1058 - Figure 12 (W):

Fig. 12 (W): How feel about living in neighborhood

where half of neighbors are blacks...
(White respondents)
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Live Where Half of Neighbors Black: “In each situation would you please tell me whether you would be very
much in favor of it happening, somewhat in favor of it happening, neither in favor nor opposed to it happening,
somewhat opposed or very much opposed to it happening? Living in a neighborhood where half of your

neighbors were blacks?"

Source 1058 - Figure 11 (W):

Fig. 11 (W): Racial composition of schools:

No objection to a "few," to "half," and to "majority" black classmates
(White respondents)
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Few black classmates: "Would you, yourself, have any objection to sending your children to a school where
a few of the children are black?”

Half black classmates: "Where half of the children are black?"

Majority black classmates: "Where more than half of the children are black?"
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Source 1058 - Figure 10 (W):

Source 1058 - Figure 10 (B):

Fig. 10 (W): Social Distance:

Decline in Opposition to Interracial Marriage
(White respondents)
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Relative marry black person: "Now I'm going to ask you about different types of contact with various groups of
people. In each situation would you please tell me whether you would be very much in favor of it happening,
somewhat in favor of it happening, neither in favor nor opposed to it happening, somewhat opposed or very much
opposed to it happening? . . . What about having a relative or family member marry a black person?*

Interracial marriage: "Do you approve or disapprove of marriage between blacks and whites?”

If we compare by ethnic group, Whites ethnic
groups are less likely to say that marrying
within the ethnic group has any importance,
and this trend becomes stronger if Jews are not
counted as White [1059]:

Percent who say marrying within the group is
"very important" or "somewhat important" by
ethnic group:
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However, Blacks are more likely to want to
live around Whites and go to school with
Whites [1058]:

Source 1058 - Figure 11 (B):

Fig. 11 (B): How feel about living in neighborhood where half of
neighbors are whites...

(African American respondents)
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Live Where Half of Neighbors White: “In each situation would you please tell me whether you would be very
much in favor of it happening, somewhat in favor of it happening, neither in favor nor opposed to it
happening, somewhat opposed or very much opposed to it happening? Living in a neighborhood where half
of your neighbors were whites?"

(Note: Whites' responses based on question about “living in a neighborhood where half of your neighbors
were blacks.")

Fig. 10 (B): Racial composition of schools:
No objection to a "few," to "half," and to "majority" white classmates

(African American respondents)
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Few white classmates: "Would you, yourself, have any objection to sending your children to a school where a
few of the children are white?*

Half white classmates: "Where half of the children are white?*

Majority white classmates: "Where more than half of the children are white?"

Perhaps perceived racial differences in
school/neighborhood quality confound the
results rather than people caring about the
racial makeup of schools and neighborhoods
in and of itself.

It is

egalitarian way despite having a small but real

interesting that Whites act in an

in-group preference.
-Implicit Biases:

So far, in much of what we have looked at,
had of their
responses such that if they wanted to, they

participants have control
could manipulate the amount of racial bias
which they exhibit in the experimental setting
to be smaller than the amount of racial bias
that they exhibit in real life. For this reason,
many look to the Implicit Associations Test
(IAT) as a robustness check.

In these tests, people see pairs of words or
images and press a key to assign them as being
“good” or “bad”. This good or bad decision is
not entirely free; sometimes, when people are
told to put words or images associated with
Blacks into the “good” category they take
something like half a second longer to press
the “good” button than when Whites are paired
with good items. Sometimes the opposite
pattern occurs so that people take half a
second longer to press the “negative” button
for White faces than they do for Black faces.
To the degree that this occurs, people are said
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to have an implicit, and possibly unconscious,
bias against Blacks.

Consistent with the literature on explicit
biases, implicit biases against Blacks have
been declining with time [1057]. Roughly 17%
of the total bias was eliminated just between
the years 2007 and 2016:

Source 1057 - Figure 1:
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It’s noteworthy that the average degree of bias
which is found (~0.3d), while statistically
significant, is practically weak.

It is also important to mention that there is
controversy concerning whether or not the IAT
actually measures much of anything.
Generally, researchers should use metrics that
exhibit high reliability and validity. Reliability,
meaning something close to consistency or
precision, is often operationalized as the
degree to which somebody taking the test
multiple times will get roughly the same result
each time. On the other hand, validity is high
if our measures are measuring the things we
are trying to measure, or if they correlate well
with the things we think they should correlate
with.

The IAT has a test-retest reliability in the
range of 0.4 to 0.5 [1060 & 1061], which is
lower than what is normally considered
acceptable for a psychological test [1062].
Defenders of the IAT have pointed out that the
test’s internal reliability is higher than its

test-retest reliability. So, for instance, if you
arbitrarily divide the IAT test in half and score
each half independently, the correlation
between the two halves taken by the same
person will be in the 0.6 — 0.7 range [1063].
This is better, but still questionable [1062].
The fact that the split-test reliability of the IAT
is significantly greater than the test-retest
reliability of the IAT implies that whatever the
IAT measures changes a good deal within
individuals over the course of weeks or
months. These reliability estimates are low,
but they are inconsistent with the view that the
IAT doesn’t measure anything. If that were
true, then the test’s reliability would be zero.
But it is not.

With respect to the validity of the IAT, there is
a good deal of variation depending on what we
are trying to predict. The IAT does not
correlate at all with experimental measures of
racial bias in behavior [479 & 1064], so it has
no validity in this area. So, whatever the IAT is
measuring, it has nothing to do with whether
people will treat Blacks differently than
Whites, all else being equal. When IAT scores
do predict a relevant criterion, the correlation
is generally less than .20, meaning that IAT
scores predict less than 4% of the variance in
these outcomes [1065]:

Source 1065 - Table 1:
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The major exception here is “brain activity”.
The IAT is a reasonably good predictor of
certain sorts of brain activity, normally
amygdala response. Amygdala response is
relevant because there is a separate literature
linking discrimination to differences in how
people’s amygdala’s respond to people based
on race.

We might be tempted to interpret this as the
IAT predicting the one variable that people
really can’t hide, their neural responses.
this
consists of many studies with tiny samples, as

However, neuro-imaging literature
is typical of neuroscience [see more], normally
less than 20 people, and most of the research
has failed to find a link between amygdala

response and racial bias [1066]:

Source 1066 - Table 1:

Table 1 | Reviewi dala acti imaging studies.
References Contrast Participants Target stimuli Task Technical details.
N Age Race Expression Gender Race Hemisphere  Resolution
(A) UNILATERAL AMYGDALA MODULATION
(i) No significant effect
Ingroup-Outgroup 8 2036 B+W Netal  M+F  B+W MaleFemale L 3.13%213%3
Black-White! @ - W Newnal M B+W SameDifferent  n/a 313x313x3
Black-White B - W Newal M B+W SameDifferent  n/a 313%3.13%3
familiar)
Black-White' 13 7w Neutral - B +W RightlLeft n/a 313x3.13x%6
Black-White: BN W Neutal - B+W Rightlleft nla 3x3x3
Black-White 15 20 w Neutral - B +W Right/lLeft nfa 3x3x3
Black-White: 7 W Happy B+W Dotdetection  nla 375x375x5
2 Othersemerace’ 14 28 W - - B+W Cyberballgame  na
(ii) Significant increase
n et Black-White 20 24 B+W Neutral M B +W Same/Different R Axdxd
Black-White: B2 W Neutol - B+W RightiLeft R 313x3.13x6
{subliminal)’
Black-White 7 W Happy - B+W Age 217 L 375%375x5
Black-White 1 18-38 W Neutral M B+ W Age =247 R 45%x45%x356
A 2007 Dak-lightskin 11 1836 W Neual M B+W Age »247 R 45x45x35
(iiil) Significant decrease
Verbal 21 25 B+W Newal M B+W Verbal Same/Diff. R 4x4x4
Black-White:
Black-White 7 - w Happy - B+ W LikefDislike Veg? R 375%375x%5
(B) BILATERAL AMYGDALA MODULATION
(i) Significant increase
A Black-White: 9 1923 W Neutal - B+W Rightileft R+l 3x3x3
direct gaze)
Dilated-normal 27 2 - Neutral F w Passive viewing R+ L 3x3x3
pupil
B-Weorelation 32 4-17 M Varied - B+W SameDifferent  R+L 3x3x3
with age
(i) No significant effect
Ri n Black-White 8 1923 W Neutral B +W RightlLeft n/a 3x3x3
(averted gaze)
5. Section B highlight

that the
meta-analytic validity of the IAT is inflated by
publication bias [479].

Given this, we have good reason to think that
the IAT does
propensity to engage

also know

Furthermore,

we

not measure a person’s
in racially biased

behavior, and we don’t have any good reason

to think that the IAT is even a good measure of
racial bias that is not acted upon. There is
it has some
but that
predictive power is very weak. Overall, it is

some reason to think that

predictive power in this area,

not convincing evidence of significant racial

bias among Whites.

-Stereotypes:

A final way that we might measure racial bias

is with the degree to which Whites believe or

endorse stereotypes about Blacks. One thing to
that

condition whether or not a

consider is some definitions of
‘stereotype’
generalization is a stereotype on whether or
not the generalization is accurate, and it is
plausible that racial differences exist, and
people form accurate stereotypes in response.
For example, Black Americans are poorer than
Whites [1067]. Accordingly, Whites endorse
the stereotype that Blacks are poorer than
Whites [1058]:

Source 1058 - Figure 9 (W):

Fig. 9 (W): Stereotypes

(White respondents)
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Stereotypes: Now, | have some questions about different groups in our society. I'm going to show you a seven-point
scale on which the characteristics of people in a group can be rated. In the first statement, a score of 1 means that you
think almost all of the people in that group are 'rich." A score of 7 means that you think almost everyone in the group is
‘poor.’ Ascore of 4 means you think that the group is not towards one end or another, and of course you may choose any
number in between that comes closest to where you think people in the group stand. . . . The second set of
characteristics asks if people in the group tend to be hard-working or if they tend to be lazy. . . . Do people in these
groups tend to be unintelligent or tend to be intelligent?* Results presented are a difference score between evaluations
of whites and blacks, collapsed to the categories that are presented.

Before interpreting the significance of the
other two stereotypes, we must assess their
empiricism. First, Whites complete more years
of schooling than Blacks [728], and they score
higher on IQ tests than Blacks [876], so
whatever the causes of these differences, it is
accurate to recognize the differences. Second,
Blacks spend less time on homework [886],
have a higher unemployment rate [1068], and
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spend less time working while at work [1069].

-Genetic Self-Interests:

In general, literature reviews on stereotype
accuracy find that stereotypes are accurate,

shared
stereotypes about race, are rated as highly

and in the case of commonly
empirically accurate more than 95% of the
time [1070].

There is a research literature which attempts to
assess whether or not stereotypes are harmful
to the groups to which they apply which is
known as the Stereotype Threat literature.
Stereotype threat occurs in a situation in which
it is plausible that some members of a social
group may exhibit behavior which is typical of
a stereotype about their respective group. It is
thought that belief in one’s groups’ stereotypes
induces feelings of threat that cause the
self-fulfilling
prophecy, and that stereotype threat effects

stereotypes to become a
partially contribute to long standing racial and

gender gaps in academic performance,
intelligence, etc. It is thought that these effects
can be tested with so-called “primes” in tests.
For an example, let’s say two groups are given
a test, and for one group the start of their test
says that racial groups consistently perform
equally on the test, while the control group
gets no such prime, or perhaps the prime says
that some group performs worse. If the prime
group and the control group have different
performances, this is supposed to be evidence
for stereotype threat.

Or at least that’s the theory. The evidence? A
bunch of small studies with various p-hacking
issues and then some larger studies with null
results. Stereotype threat effects do not exist
meta-analytically [see more]. Logically, the
stereotypes do not contribute to the group
there is no harm in

differences, and

empirically evaluating the stereotypes.

Why do people have in-group preferences?
There is a well replicated phenomenon known
as assortative mating. Marital Partners are
psychologically [312] and genetically [316]
more similar to each other than are two
random members of the population. Friends
are also genetically similar to each other
(about as much as fourth degree cousins), and
the genetic similarity of the communities that
friend groups are contained within does not
account for all their similarity [307]. Pretty
much all psychological traits have at least
some genetic component [308], and friends are
most similar to each other in terms of the most
heritable traits [309]. Similarity doesn’t just
induce contact either, it influences how much
like
personality is predictive of marital satisfaction
and duration [312 & 313], and the more
heritable traits are better predictors [310].

people each other. Similarity of

There is also a positive association between
kinship and fertility. Historically, in Iceland,
the ideal for reproductive fitness was 3rd
degree cousins [317] where the sweet spot of
maximization  partnership  quality and
minimization inbreeding was achieved. In
addition, when somebody is asked to imagine
a fictional person who is similar to themself in
various ways, the more heritable the trait in
question, the more the person will think that
they would like the fictional person [311]. The
friends of one twin are similar to the friends of
the counterpart twin, and this trend is stronger
in identical twins than in fraternal twins [309].
This lets us directly calculate the heritability of
choice in friends; the heritability of choice in
spouse choice is 31%, and the heritability of
choice in friends choice is 21% [309]. The fact

of assortative mating is robust to various
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controls, and assortative mating selects upon
intelligence [314, 315, & 316]. Sources 483
and 484 show that MZ twins who have greater
contact with each other have more similar
personalities than MZ twins who are less in
touch. This was thought to be a violation of
the Equal Environments Assumption of the
classical twin method [more here], but twin
similarity causes cohabitation rather than the
other way around [485].

There is a sensible evolutionary logic of why
people prefer similar marital partners. If
people randomly mated, then the Kkinship
coefficient between a parent and their child
would be 0.5 on average. However, if the two
parents are more similar than average, then the
average kinship coefficient will be higher. In
other words, a baby can be 60% similar to
their 50%.
friendships and family, helping your kin will

parent instead of just For
help similar genes be passed on. For greater
degrees of relatedness, altruistically incurred
hardships are more likely to pass a cost-benefit
analysis. This is shown empirically; patterns of
altruism between family members, both in
that

organisms are more willing to incur greater

humans and non-humans, showing
hardships when it benefits more genetically
related family members, even controlling for

the amount of contact between relatives [911].

Why all of this is relevant should be coming
into picture. As we would expect from the
genetics of race [see chapter 6], White +
Hispanic couples are the most common
interracial pairing [1071]. This makes sense
because Hispanics are, on average, ~50%
White [623]; this is the interracial pairing of
greatest genetic similarity. The success of the
relationships of similar partners extends to
race as well, with monoracial marriages
enduring longer than miscegenous ones [1072,
1073, 1144, 1145, 1146, & 1147]. Mixed race
couples are also higher in psychological

distress [1148], and are at over 2.3 times the
risk of mutual assault of both monoracial
White and monoracial Black couples [1074].
The evolutionary logic against mixed race
relationships appears to be understood
subconsciously, with women abstaining from
interracial relationships more than normal
during the parts of the menstrual cycle of
fertility  [650].
identification with one’s ethnicity is associated
with satisfaction and well being [473 & 1075],
and diversity is associated with poorer mental

health [1076].

greatest Unsurprisingly,

Race is just an extended family; preference for
one’s own group is no more evil than love for
one’s own family.
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The Criminal Justice System:

Source Epic - Figure 13.50:

} Racism

Black

White

Racism deboonked by independent fact checkers.
Despite making up only 13.6% of the
population [1025], Blacks accounted for 37%
of the male prison population in 2014 [1103].
This statistic grants us a useful perspective
because should there be any anti-Black biases
in stops and searches, arrests, or criminal
sentencing, such biases would all factor into
this statistic and help to explain the prison
population disproportionality. We are thus left
with the question: Do anti-Black biases
explain the overrepresentation of Blacks
among prisoners, and to the extent it doesn’t,
what does?

In this subchapter, it will be argued there there
is no anti-Black bias in criminal sentencing
decisions [more here], in arrests and police use
of force [more here], and in civilian stops and
searches [more here]. This would mean that
the Black-White crime gap really is a crime
gap rather than just an arrest bias. It will also
be argued that the Black-White crime gap
cannot be substantially explained by
inequalities of wealth, educational attainment,
family structure, lead exposure levels, or child
abuse [more here]; and that rather than these,

the Black-White crime gap is likely mediated
by differences in individual level factors such
as self control, aggression, and IQ [more here].

Stops & Searches:

One line of research is concerned with
disparities in “hit rates”, where a higher hit
rate means that a larger proportion of people
stopped and searched are found to actually
have been engaging in criminal activity. If one
group has a higher hit rate than another, this is
said to mean that the group with a lower hit
rate is held to a higher standard and is
searched in response to far more minor
offenses. For example, let’s say that police
hold Blacks to a higher standard, and that they
search Blacks whenever there is evidence that
there is a 40% chance of there being crime
afoot, but they only search Whites if there is
evidence that there is a 60% chance of a crime
occuring. In this example, Whites would have
(60%) hit
discrimination against Blacks.

a higher rate because of
Although there is also evidence against racial
bias in pedestrian stops when confounds are
accounted for [916 & 917], the vast majority
of stops that actually happen are of cars. A
review of 15 studies on the hit rate for car
searches in various parts in the US finds that
although there is a great deal of variation, the
White hit rate is, on average, 15% higher than
the Black hit rate and 47% higher than the
Hispanic hit rate [918]:
Source 918 - Table 5:

Table 5
Summary of Hit Rate Findings for Racial Profiling Studies

Hit Rates

Blacks

22.7 22.03 18.9
32 34 11
25.1 20.9 11.5
20.1 19.2 10.3
10.5 13.5 nr
23.5 17.81 17.81
13 11 nr
30.9 24.2 nr
6.8 8.7 nr
23.2 17.5 14.7
17.2 14.6 14.9
16.5 19.7 11.3
18.7 20.6 14.6
23.8 18.2 17.2

26.5 22.4 28
-

11 12 5
32 21 nr

This does indeed lend plausibility to the idea
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that there is a small bias against Blacks and a
moderate one against Hispanics. However,
there are two things worth noting:

1. It does not necessarily follow that this
finding is based directly on race rather than
other variables that correlate with race,
officers may discriminate based on a
variable that happens to correlate with race,
such as SES, or they may simply be
assigned to Blacker areas due to higher
volumes of traffic violations and general
criminality. We may think this is the case
since Black officers are just as likely as
White ones to stop Blacks [920 & 921].

2. The ‘bias’ against Blacks is small, and is
not most of the reason why Blacks are
pulled over more often than Whites. Indeed,
in addition to the hit rate disparity, the races
also differ in the rate at which they commit
traffic violations such as speeding and
distracted driving [1006, 1007, 1008, 1009,
& 1010].

Among pedestrian stops, the Black hit rate is

only 6% higher, with the stop rate of Black

pedestrians being 20-30% lower than the

representation ~ among  crime suspect

descriptions [916].

The Veil Of Darkness:
line of evidence concerns the
The idea is
basically that day/night differences in stops are

Another
so-called ‘veil of darkness’.

attributable to racial discrimination since
officers cannot discern the races of drivers at
night. Or so the story goes.

The overrepresentation of Blacks among those
stopped by police does indeed remain at night,

in some studies to a magnitude indicating no
discrimination [919 & 995]. But additionally,
proper operationalization of when officers
cannot see drivers shows that Blacks are a
larger percentage of those stopped during the
day time in some studies [996 & 997].

However, given the hypothesis of no
discrimination, one may still expect Blacks to
be a larger percentage of day time stops than
night time stops for two reasons. The first is
that it could just be that Blacks are more likely
than Whites to drive during the night than
during the day; the veil of darkness method
should be applied to hit rates. The second
reason is that while daylight enables officers to
discern race, it also enables officers to discern
certain crimes. Indeed, Whites are more likely
than Blacks and Hispanics to employ the use
of seatbelts [998, 1001, 1002, & 1003]. In the

study of 100 million stops [1011] for example,

the miniscule 3.5% difference made by
daylight may be explained by seat belt
behavior alone given that the veil of darkness
test was done in Texas, a state with a primary
enforcement seat belt law. We may also expect
that Blacks are more likely to keep drugs and
contraband in areas which are more visible to
officers because Blacks are more likely to use
drugs in high-crime areas, to use and buy
drugs outside, to buy drugs from strangers, and
other behaviors that elevate the risk of a user
being caught [1004 & 1005]. This may explain
the effect [1011] of marijuana legalization on
hit rate results. Additionally, Blacks are also
overrepresented among crime suspects with a
warrant for their arrest [916].
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-More Cops = Less Crime:

A likely counterargument whenever location
effects are found to be partially responsible for
racial disparities may be that if the disparities
are based on locational differences in the
severity of policing, then that is worse than
officer level discrimination because it is
institutionalized.

However, it is similarly possible that what’s
actually selected for are municipality level
variables that correlate with race. If there are
racial differences in the distribution of
criminal behavior (there are, [see more here]),
police may target Black areas with high crime
rates because of the high crime rates rather
than the racial composition. Increasing police
presence in an area is robustly found to
decrease crime rates of targeted areas, so a
larger percentage of crimes are stopped when
police resources are more concentrated on
areas with higher crime rates. The evidence for
this 1s robust:

Source 922:

This analysis of data from 1990-2001 in 2074
cities finds that police added to the force by
the led to

significant reductions in auto thefts, burglaries,

COPS program statistically
robberies and assaults.

Source 923:
In this meta-analysis of "hot spot" policing,
there was a small but robust and statistically
significant effect size for moving police
officers to high crime areas, though the
meta-analytic effect was slightly inflated by
publication bias.

Source 939:
Looking at federal funding for local police
staffing that was associated with the 2009
stimulus bill, cities that got grants got 3.2%
more police staff & saw a 3.5% lower crime
rate again with a larger drop in violent crime.

The finding of violent crime reducing more
than property crime also replicates [949].

Source 950:
In the natural experiment of the University of
Pennsylvania increasing its private police
force, crime decreased in adjacent city blocks
by 43-73%.

Source 955:
Conversely, utilizing data from the Dallas
Police Department, it is found that following
cuts to police presence, crime increased in
response.

Source 1012:
Similarly, viral incidences of deadly police use
of force are followed by rises in homicides
the that
departments decreased

because increased  scrutiny
lead to

interaction with civilians.

undergo
This has caused
almost 900 excess homicides and almost
34,000 excess felonies.
Source 961:

In New Jersey, the two largest cities offer us a
The Newark Police
Department terminated 13% of the police

natural experiment.
force in late 2010 while Jersey City prevented
any layoffs. The termination resulted in
general increases in crime.
Source 418:

This paper, covering 242 large U.S. cities of
above 50,000 inhabitants from 1981 to 2018,
is the first to investigate racial differences in
the effect of police presence on arrests and on
crime. As usual, it is found that more police
presence prevents crimes such as homicide. In
addition, it is found that Black victimization is
White
victimization. Ironically, greater presence also

prevented twice as much as is
lowers the rate at which Blacks are arrested for
serious charges, and the paper finds evidence
that this is due to the deterrence of criminal
activity. This

makes sense because the
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likelihood of being caught is a much larger
deterrent to criminal activity than severity of
punishment [957]. The paper also finds that
increased police presence leads to an increase
in Blacks being arrested for low level crimes,
though if this leads to less Black victimization
by these lesser crimes, then it is just a value
judgement as to which outcome is more
important. There is also important regional
variation in effects, but on net, increased
police presence leads to better outcomes for
Blacks.

Source 1001:
Turning to the effect of mandatory seatbelt
laws, they increase seatbelt use by 45-80%,
they reduce traffic fatalities by 8%, and they
are particularly effective at protecting Blacks
and minorities.

Source 924:
Predictive policing trials in Los Angeles and
Kent are able to predict 1.8 times as much
crime as conventional methods. Following
implementation of predictive policing and the
entailing changes to deployment, there was a
7.4% reduction in overall crime.

Source 925:
Similarly, one algorithm under attack for
supposedly discriminating against Blacks is
the Federal Post-Conviction Risk Assessment
algorithm, which is used when considering
what sentence lengths to assign to convicts

based on recidivism, the likelihood of convicts
to reoffend. Some of the variables used to
assess risk include marital history, financial
background, employment, educational level,
criminal record, substance abuse, and criminal
thinking patterns such as feelings of
entitlement and rationalizing misbehavior. The
algorithm is a very good predictor of
recidivism, and though there are racial
differences in recidivism, validity of its
predictions does not differ by race which
shows that the racial differences in recidivism
are accounted for by variables which correlate
with race:

Source 925 - Table 2:

Table 2. Predictive Utility of PCRA by Race

Any Arrest

Violent Arrest

Feature All Black ‘White All Black White

% Arrested by PCRA Classification
Low 11 12 10 2 2 2
Low/Moderate 29 30 27 7 8 7
Moderate 49 49 48 15 16 14
High 64 62 66 21 23 19

DIF-R, PCRA Categories .83 78 85 99 91 1.01

AUC, PCRA Total 73 it 74 74 72 75

NOTE: N =33,074.
ABBREVIATIONS: AUC = area under the ROC curve; DIF-R = dispersion index; PCRA = Post Conviction
Risk Assessment.

This is important because even among Blacks,
the majority of crime is committed by a small
minority of the population [926]:

“If violent careers could be stopped after 3
convictions, 53% of all violent convictions
would be prevented. The recurrence rate
increased from about 70% after 4 convictions
to about 80% after 7 and to about 90% after
11 crimes per individual.”
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Arrests (13:50):

Introduction:

One approach to trying to ascertain the
existence of racial bias in the criminal justice
system involves comparing official data to
various benchmarks. No racial bias against
Blacks is
Uniform Crime Report to The National Crime

shown when comparing The

Victimization Survey:

Rape Assault

Robbery
UCR NCVS UCR NCVs UCR NEvs
34% 34% 56% 61% 33% 27%

NCVS [928]:
The National Crime Victimization Survey

(NCVS) is a survey carried out yearly by the
Department of Justice in which a random
sample of ~150,000 individuals are asked
about their experience with crime over the last
6 months, with a typical response rate above
80%. Participants are asked if they have been
the victim of a violent crime in the last 6
months. If they have, then they are asked to
answer various questions about the crime and
the perpetrator of said crime. These two
biennial interviews are combined on a yearly
basis. The results are then weighted to
in the

demographic variables like sex and age and

eliminate bias sample based on
then used to estimate national crime rates.
UCR [928]:

The Uniform Crime Report (UCR) is an
aggregation of data sent to the FBI every year
by police stations all around the country (2).
Not all police stations send in this data, but the
UCR manages to get information for police
stations which have jurisdiction over 277
million Americans (aprox. 94% of the total
data the FBI compiles
includes information on the demographics of

population). The

who is arrested every year.

Goal:

The aim of this analysis is to ascertain the
proportion of violent crime committed by
Blacks according to the NCVS, and to
ascertain the proportion of violent crime
committed by Blacks according to the UCR in
order to compare the two for disparities.

Aside
victims to be interviewed, the three largest

from homicide where there are no

categories of violent crime in both surveys
from 2000 to 2008 are rape, assault, and
robbery. These are thus the central focus of
analysis. One unfortunate obstacle for this
analysis to overcome is the fact that both the
UCR and the NCVS fail
Hispanics and Whites.

to delineate

Analysis:

The first step is to calculate the number of
rapes, assaults, and robberies, committed by
Blacks and by Whites for each year. In the
NCVS, tables 40 and 46 give us the total
number of single offender and multiple
offender crimes committed each year, and the
proportion of those crimes that were
committed by Blacks and by Whites. To find
the total number of each criminal act
committed by each race, we must (multiply
(the total number of single offender crimes
committed) by (the proportion that were
committed by the race in question)), and then
add that to ((the total number of multiple
offender instances of the same crime that were
committed) multiplied by (the proportion of
said acts that were committed by the race in
question)). The UCR provides us with the
number of crimes committed by each race in
table 43. However, we must make sure to add
together "aggravated assault" and "other
assault" in order to compare our numbers to
the NCVS's assault categories which includes

all (non sexual) forms of assault. Once we
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have the number of rapes, assaults, and
robberies, committed by each race we can
determine how frequently each crime occurred
among each race. We do this by dividing the
total population size of each race during each
year, taken from the census [929], by the
number of crimes they committed. For
in 2008 there were 247221954
Whites in America, and Whites committed
2209699 assaults. This means that there was

one assault committed for every 112 Whites. It

instance,

should be noted that this isn't the same thing as
saying that 1 in 112 Whites committed an
assault because a single White person could
have committed multiple assaults and
therefore accounted for the 1 assault per 112
White people for several hundred people
(Note: difference in total number of crimes

recorded by each survey reflect the fact that

UCR:

Year:

2000

2001

2002

2003

2004

2005

2006

2007

2008

Census Population Data: 929
NCVS:

Assault
the UCR doesn't cover the whole Country_)_ Year | White Whie Rate | Black Black crimes | Rate
population | Crimes population
NCVS: 2008 :247111954 2209699.52(111.83 41126808 :801650 64 :ﬁl 3
2007 245202728 |2430272.02|100.9 40598730 912089.7 44.51
2006 -243168230 2867092.95(84.81 40047296 | 1132724.22 .35.35
Year: Source #: 2005 |241228151 [184445128(130.70 30534132 82420408 |4797
2004 239388844 |2039678.1 [117.37 |39056228 76211097 .51 25
2003 .2.‘!7 1836 |(2682631.26|88.54 38581169 908631.33 .42.46
2000 930 2002 |235799300 |2790568.93|84.5 38170579 | 907148.04 4208
- 2001 233945047 |2986313.29|78.34 37715327 1120603.41 33.66
2000 231965180 |3263091.68|71.09 37224692 1151023.84 2.34
2001 931 »
Year White ‘Whte Rate Black | Black crimes Rate
2002 9 2 population | Crimes population
_—_ 2008 1247112954 |104661.8 |2361.06 41126808 ;654!)3 83 627.95
2007 245202728 (145518.93 |1685.02 40598730 |40664.22 998.39
2003 9 3 2006 0 | 115888.52 |2098.29 40047296 ;6'_“)01 16 636.64
—_— 2005 |SSUUG 66 |4385.44 39534132 | 86235.95 458.44
2004 4 | 100671.58 [2377.92 39056228 735.92
2004 934 2003 98017.36 ‘242." 383581169 396 812
—_— 2002 799309 | 128842.7 |1830.13 3 0579 ;S-'llﬁl 8 453.59
2001 33945047 | 139007.09 [1682.97 5327 |55548.07 678.97
2005 93 IZDUO jl_‘!l‘)éilSU | 172453.67 i-1345.09 ) 37224692 546085 75 807.73
Robbery
Year ‘White Whte Rate Black Black crimes Rate
2006 9 3 population | Crimes population
I 2008 247112954 136445 46| 1811.07 41126808 246326.2 166.96
2007 245202728 144514.1 |1696.74 40598730 142.02
2007 93 ZOD? iZ-’lSlGSZSD 260199,?2 E)SJ?? 40047296 152.09
—_— 2005 241228151 132128.58|1825.71 (39534132 137.74
2004 | 388844 [138512.21|1728.29 |39056228 22G828.88 172.18
2003 156689,52‘1515 B8 |38581169 240666.01 | 160.31
2008 93 2002 168827.56|1396.69 |38170579 222021.56 171.92
2001 195565.87|1196.25 340191.02 110.87
2000 231965180 |210324.24|1102.89 7535.05 110.28
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UCR:

NCYVS Continued:

Assault Rape
Year ‘White White White Rate |Black Black Black Rate Year White Rate Black Rate ‘W/B Rate
Crimes Popultaion Crimes Poy 2008 2361.06 627.95 3.76
2008 853951 247112954 |289.38 431823 41126808 (95.24 (2007 1685.02 908.39 .60
2007 850753 1245202728 |288.22 426202 la0508730  [95.26 2006 2098.20 636.64 33
2006 826242 243168230 [294.31 418723 40047296 95.64 ‘mos 4385.44 458 44 ‘9 57
2005 823521 241228151 |202.92 418460 39534132 [04.48 2004 2377.92 735.92 3.23
2004 809332 239388844 [295.79 390641 39056228  [99.98 2003 2423.26 812 2.98
2003 776554 237521836 [305.87 381625 38581169 [101.1 2002 1830.13 453.59 4.03
2002 825938 235799309 (285.49 402576 38170579 (94.82 2001 1682.97 678.97 2.48
2001 797316 233945047 [293.42 399472 37715327 [94.41 2000 1345.09 807.73 1.67
2000 765203 231965180 [303.14 377230 37224692 |98.68
Robbery
Year ‘White Rate Black Rate W/B Rate
p Rape T T 2008 1811.07 166.96 10.85
Year ‘White ‘White ‘White Rate |Black Black |Black Rate
Crimes Popultaion Crimes Population | 2007 1696.74 142.02 11.95
2008 10990 247112954 |22485.26  |5428 41126808 |7576.79 2006 934.87 152.09 6.15
2007 10984 245202728 [22323.63  |5708 40598730 | | 2005 1825.71 137.74 |13.25
2006 11122 243168230 [21863.71  |5536 40047296 12004 1728.20 172.18 10.04
2005 11980 241228151 (2013591  |6015 30534132 12003 1515.88 16031 1946
2004 12140 239388844 [19719.02  |5903 30056228 ?5616.34 12002 1396.69 17192 (812
2003 11766 237521836 |20187.14  |6114 38581169 |6310.3 2001 1196.25 110.87 10.79
2002 12766 235799309 |18470.88  |6852 38170579 |5570.72 2000 1102.89 110.28 10
2001 11617 233945047 |20138.16 | 6446 37715327 585097
2000 11381 231965180 |20381.79  |6089 |57224692  |6113.43 UCR:
Robbery Assault
Year White White White Rate | Black Black Black Rate | Year ‘White Rate Black Rate W/B Rate
Crimes Popultaion Crimes Population 12008 289.38 95.24 3.04
2008 41962 247112954 | 5888.97 56048 41126808 (72218 |
2007 40573 245200728 | 6043 5 54774 40598730 (7412 [2007 28822 95.26 3.03
2006 39419 |213168230 616881  |s2541 40047296 |762.21 |2006 29431 95.64 3.08
2005 35796 241228151 |6738.97 47700 39534132 |828.81 |2005 292.92 94 .48 3.1
2004 35439 239388844 6754.95 41774 39056228 |934.94 2004 295.79 99.98 296
2003 33070 237521836 | 7182.4 40993 38581169  (941.16 I
2002 |34100 235799309 |6913.11 41837 38170579 |91236 [2003 305.87 1011 3.03
2001 34099 233945047 | 6860.76 41228 37715327 [914.8 12002 28549 94.82 3.01
2000 31921 231965180 | 7266.85 38897 37224692 |957.01 |2001 293.42 94.41 311
X . . |2000 303.14 98.68 3.07
To figure out the racial disparity between these
.. . Rape
rates, we divide the White rate by the Black [y, e W A, .
rate. For instance, the NCVS shows that the %% ol iy o
. . 2007 22323.63 7112.6 3.14
White robbery rate in 2008 (1/1811 people) 2006 21863.71 7233.98 3.02
coe . 2005 2013591 6572.59 3.06
divided by the Black rate (1/167 people) is 11. - = == =~
This means that, per capita, Black people 2003 20187.14 6310.3 32
. . . 2002 18470.88 5570.72 332
committed 11 times as many assaults as White 1, e — —
people in 2008 2000 20381.79 6113.43 333
NCVS: Robbery
Year ‘White Rate Black Rate W/B Rate
. Assault 2008 5888.97 722.18 8.15
Year White Rate Black Rate W/B Rate :
2008 1183 513 218 2007 6043.5 7412 8.15 |
2007 100.9 4451 TeT 2006 6168.81 762.21 8.09 :
2006 84.81 3535 2.4 2005 6738.97 828.81 8.13
2005 1805 AT il 2004 6754.95 934.94 7.23 |
2008 757 123 ] 2003 7182.4 941.16 7.63 '
2003 88.54 4246 2.09 1
2002 s 08 201 2002 6913.11 912.36 7.58 |
2001 78.34 33.66 233 2001 6860.76 9148 S .
2000 71.09 3234 2.2 2000 7266.85 957.01 7.59 |
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We can then measure how different the racial
disparities reported by the NCVS and the UCR
are by subtracting the NCVS disparity from
the UCR disparity. A positive difference will
indicate that the UCR overestimates Black
crime relative to the NCVS. As can be seen in
the right hand column, most of the differences
are actually negative. This suggests that the
UCR underestimates Black crime relative to
the NCVS. In general, the two surveys match
up very closely. The average differences are
-0.47 for rape, .77 for assault, and -2.29 for

is committed by Blacks by dividing the total
number of crimes committed in a given year
by the total number of crimes committed by
Blacks, which as explained above, we get by
combining proportions of single offender and
multiple offender crimes on tables 40 and 46.
Once again, the UCR just gives us the
proportions on table 43. Such an analysis
shows that the UCR tends to report that Blacks
make up a somewhat higher proportion of
violent criminals than the NCVS does:

Proportion of Assaults Commited by Blacks

Year NCVS UCR Difference
robbery: 2008 20.67% 34.20% 13.53%
R 2007 22.36% 33.70% 11.34%
Year NCVS UCR Difference 2006 23.67% 34.50% 10.83%
2008 2.18 3.04 0.86 2005 20.81% 56.30% 35.49%
2007 2.27 3.03 0.76 2004 18.53% 32.70% 14.17%
2006 24 3-08 0-68 2003 21.60% 33.00% 11.40%
2005 273 3 037 2002 21.51% 34.20% 12.69%
2001 2.29 2.96 0.67
2001 24.99% 33.30% 8.31%
2003 2.09 3.03 0.94 I i T o T
2000 23.63% 34.00% 10.37%
2002 201 301 1.0 -
Average difference: 14.2%
2001 2.33 311 0.78
2000 2.2 3.07 0.87 Proportion of Rape/Sexual Assaults Commited by Blacks
Average = 0.77 Year NCVS UCR Difference
Rape / Sexual Assault 2008 32.66% 32.20% 0.46%
Vear NOVS UCR Difference 2007 16.37% 33.50% 17.13%
2008 3.76 2.97 -0.79 2006 24.60% 32.50% 790%
2007 1.69 3.14 1.45 2005 46.63% 28.50% -18.13%
2006 33 302 028 2004 25.60% 31.90% 6.30%
2005 9.57 3.06 -6-51 2003 24.83% 33.30% 8.47%
2004 323 2.98 -0.25 2002 33.96% 34.00% 0.04%
2003 2.98 3.2 v.22 2001 23.05% 34.30% 1125%
2002 403 332 o7 2000 17.94% 34.10% 16.16%
2001 2.48 3.44 0.96 Average difference: 5.5%
2000 1L.67 333 1.66
Average — -0.47 Proportion of Robbery Commited by Blacks
Robbery Year NCVS UCR Difference
e T [vcr Hifeaas 2008 48.86% 56.70% 7.84%
(2008 1085 a15 EY) 2007 50.48% 56.70% 622%
12007 1195 [5.15 38 2006 40.76% 56.30% 15.54%
2006 6.15 8.09 1.94 2005 50.40% 34.30% -16.10%
2005 13.25 |18.13 -5.12 2004 49.33% 27.00% -22.33%
2004 {1004 [7.23 281 2003 43.53% 54.40% 10.87%
2003 |24 [7.63 -1.83 2002 48.42% 54.10% 5.68%
2002 —R B 1 L L 2001 57.62% 52.50% -5.12%
2001 10.79 1.5 -3.29
T 2000 49.03% 53.90% 4.87%
2000 10 7.59 -2.41 .

Another metric to compare between the two
surveys is to see if the NCVS and the UCR
both report that Blacks commit roughly the
same proportion of each crime. This sort of
result is more quickly interpreted and
understood by the Layman. In the case of the

NCVS, we find the proportion of crime which

Average: 0.83%

However, a closer look at the NCVS numbers
reveals that oftentimes, the race of the offender
is written down as "mixed" or "unknown". I
think that many of these mixed and unknown
offenders are Black, and that, as a result, the
NCVS underestimates
violent crime committed by Blacks. We can

the proportion of
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get around this (and test this hypothesis) by
simply subtracting all of the crimes committed
by people who are neither White nor Black
from both the UCR and the NCVS and then
seeing if Blacks make up a similar proportion
of the remaining criminals in each survey. As
can be seen, they do:

Assault
Year NCVS UCR Difference
2008 0.27 |0.34 0.07
2007 0.27 10.33 0.06
2006 0.28 10.34 0.06
2005 031 10.34 0.03
2004 027 10.33 0.06
2003 0.25 .0 33 0.08
2002 0.25 0.33 0.08
2001 0.27 10.33 0.06
2000 0.26 10.33 0.07
Average 0.27 0.33 0.06

Rape

Year NCVS UCR Difference
2008 0.38 0.33 -0.05
2007 0.22 0.34 0.12
2006 0.35 0.33 -0.02
2005 0.61 0.33 -0.28
2004 035 033 [-0.02
2003 0.33 0.34 0.01
2002 0.4 0.35 0.05
2001 0.29 0.36 0.07
2000 0.21 0.35 0.14
Average 0.35 0.34 ,U

Robbery
Year NCVS UCR Difference
2008 0.64 0.58 .-0,06
2007 0.66 0.57 -0.09
2006 0.5 0.57 0.07
2005 0.68 0.57 -0.11
2004 0.62 0.54 -0.08
2003 0.61 0.55 -0.06
2002 0.57 0.55 -0.02
-2601- .0:63 | 0. “ .-UZGS
2000 0.62 0.55 -0.07
Average 0.61 0.56 -0.05

This remains true if we aggregate the crime
data for 2000-2008 and produce smaller charts
that make the degree to which these surveys
agree more obvious:

Assault 2000-2008

Total Crime | Total Black Proportion |Total Total Black |Proportion |Difference
(NVCS) Crimes of Crimes Crimes Crimes | of Crimes (UCR-
(NCVS) Commited |(UCR) (UCR) : Commited |[NCVS)
by Blacks | by Blacks
(NCVS) i(l‘CR)
31633995.26|8520196.23 |0.27 10975564 3646752 033 0.06
Rape 2000-2008
Total Crime | Total Black | Proportion | Total Total Black |Proportion  Difference
(NVCS) Crimes of Crimes | Crimes Crimes of Crimes  (UCR-
(NCVS) Commited |(UCR) (UCR) Commited NCVS)
by Blacks by Blacks
(NCVS) (UCR)
1601738.41 |541670.1 0.34 158837 54091 0.34 0

Continued:

Robbery 2000-2008

| Total Crime | Total Black Proportion |Total Total Black |Proportion |Difference

(NVCS) Crimes of Crimes | Crimes Crimes of Crimes | (UCR-
(NCVS) Commited |(UCR) (UCR) Commited |NCVS)
by Blacks by Blacks
(NCVS) (UCR)
3992870.97 (2449753.61 (0.61 743080 416692 0.56 -0.05 |

Conclusions:
Summarizing the main results further, we get
the following table:

The Proportion of Rapes, Robberies, and Assaults, Committed by Blacks between 2000 and 2008, as

estimated by the Uniform Crime Report and the National Victimization Survey

Rape Robbery Assault
UCR NEvs UCR NCvs UCR NCVS
34% 34% 56% 61% 33% 27%

In conclusion, both the NCVS and the UCR
report very similar racial differences in arrests
for violent crime. Because of this, it is highly
unlikely that UCR numbers can be explained
by police bias in arrests. Instead, the most
likely explanation for the UCR numbers is that
Blacks really do commit far more crime than
Whites.
conversation. Since police are demonstrably

Why they do so is a separate

not biased when arresting people for most
violent crimes, it is reasonable to infer that this
generalizes to other crimes until evidence to
the contrary is provided.

Independent analyses comparing arrest data to
victimization data also produces the same
general findings for more categories of
offenses [1021 & 1022]:

Source 1021: Figure 1:

Fig. 1. Percentage of offenders who were black for all crimes
and crimes reported to police, and percentage of arrested
suspects who were black (NCVS and UCR 2001-03)
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Source 1021: Figure 2:

Fig. 2. Percentage of offenders and arrested
suspects who were black (NIBRS 2002)
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Source 1022: Figure 4:

Fig. 4: Percentage of Offenders and Arrested Suspects of Known
Race Who Were Black, 2013
Data source: FBI, National Incident-Based Reporting System
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Thus, this appears to be a very robust finding.
Further evidence against discrimination is the
finding that Blacks are more likely to be
arrested when the decision is made by a Black
police officer [1023].

-Drug Arrests:

The only study I know of which attempts to
assess the degree to which racial disparities in
drug arrests are due to race-neutral variables is
source 1005. It finds that although Blacks are
13% of the population, they make up 36% of
those arrested for drug possession. According
to Langan’s data, Blacks are expected to be
23% of those arrested for drug possession
when accounting for the types of drugs used,
self report data for frequency of use, and
whether or not residents live in metropolitan

areas. However, these are not all of the

relevant variables; Blacks are more likely to
engage in risky drug purchasing behaviors
such as buying from strangers, away from
home, and in the outdoors [1004].

Also worth pointing out is that most evidence
is based on misleading self-report data which
is inappropriate because there is a myriad of
evidence that Blacks under report drug usage
in comparison to Whites. While self report
data finds that the same percentage of Blacks
‘use’ drugs as do Whites, actual drug tests
which run forensic analyses on people’s hair,
blood, urine, etc find that more Blacks use
drugs [1013, 1014, 1015, 1016, 1017, &
1018]. Another sign that this happens is that
sober Blacks are twice as likely as sober

Whites to say that if they used drugs, they
would not report it [1020].

One tell that race does not affect drug arrests is
the racial makeup of drug-related emergency
room visits [1019]. Given these numbers in
conjunction with the demographics of the
United States [1024 & 1025], Blacks are 2.8
times more likely than Whites to end up in the

ER because of marijuana. For cocaine, the
odds ratio was 7, and for all drugs, the odds
ratio was 3.5. Throwing drug arrests [1026]
into the mix and directly comparing all three,
in 2011 Blacks were 13.6% of the population,
30.7% of those in the ER due to drug use, and
31.7% of those arrested for drug abuse
Blacks
purchasing larger quantities away from home,

violations. Now, account for
outside, from a stranger, etc, and if anything,
Whites are probably the ones who are
‘discriminated’ against. Another tell again
relevant is that drug arrests are consistent with
victimization reports in the same way as are

other crimes [1021 & 1022].
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-Shootings:
So there don’t seem to be an anti-Black biases

in searches [see more] or in arrests [see more],
but given an arrest, are Blacks treated more
harshly? Despite Blacks being 13.6% of the
population [1025], they made up 31.8% of
arrest related deaths from 2003-2009 [1028].
However, 13.6% is not the proper benchmark
of comparison. As [previously evidenced], it is
also true that despite being 13.6% of the
population, Blacks account for roughly 30% of

arrests for most crimes and for roughly 30% of
most offenders for most crimes. So given the
status of being 30% of arrestees, you would
also expect them to be 30% of arrestees killed
by police. Probably a better benchmark of
which races offer officers more violent conflict
when confronted, from 2001 to 2010, Blacks
made up 44% of cop killers [1027].

1029
everyone killed by police and those who were

Source also distinguishes between
killed by police while unarmed and not
aggressing:

Source 1029 - Figure 1:

All Fatal Shootings (N = 1,561)

Benchmark:
Violent Crime Data

Benchmark:
Homicide Data

Benchmark:
Weapons Viol. Data

s Ratio
Whites More Likely
i
]
{
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Blacks More Likely

Source 1029 - Figure 2:

Killed While Unarmed and Not Aggressing (N = 102)
Benchmark:

Benchmark:
Homicide Data

i

Benchmark:

Violent Crime Data Weapons Viol. Data
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Source 1029 - Figure 3:

Killed While Holding/Reaching For Object (N = 45)
Benchmark:

Benchmark:
Weapons Viol. Data

Benchmark:

Homicide Data [ Violent Crime Data

Whites More Likely

Odds Ratio

Blacks Mare Likely

For the majority of estimates, Whites were
overrepresented among such killings.
However, these sorts of analyses use national
level FBI data, and the FBI is not reported to
by 100% of police departments. So, some may
have concerns that the data is incomplete,
affecting results. To overcome this issue, we
may simply look at more localized contexts
where we know both local proportions of
arrest related deaths and local benchmarks.
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Multiple such local analyses have been done

using local arrest rate benchmarks,

world. Police hesitate more before shooting
Blacks, and shoot Whites more often [1037,

consistently finding no anti-Black bias [1030,
1031, & 1032]. Of course, the best benchmark
that we can use is the rate at which populations
shoot at police officers. Such an analysis has
been carried out and has found that using such
a benchmark rendered the probability of a
Black being shot 40% lower than the
probability of a White being shot [1034]:
Source 1034 - Table 2:

Study #1 — Odds of black and hispanic citizens being fatally shot relative to
white citizens using LEOKA benchmarks (2015-2017).

2015-2017 Black White Odds Confidence
citizens citizens ratios interval
Fatally Shot by Police 715 1421 - -
Benchmark
Felonious 56 61 0.55 0.49-0.68
Homicides
Non-fatal Assaults 92 109 0.60 0.53-0.74
2015-2017 Hisp. White 0Odds Confidence
citizens citizens ratios interval
Fatally Shot by Police 511 1421 = =
Benchmark
Felonious 13 61 1.69 1.51-2.25
Homicides
Non-fatal Assaults 51 109 0.77 0.69-1.03

In short, the best benchmark evidence
available to us clearly does not evidence the
idea of racial bias in police shootings.

One the

benchmarking studies uses a detailed list of

similar line of evidence to
120 relevant descriptors such as decedent
characteristics, criminal activity, threat levels,
police actions, and the setting of the lethal
interaction to predict which race is more likely
to be shot

descriptors. When this analysis is done, Blacks

given equality among the

are found to be equally likely to be shot as are
Whites [1036].

This is all also consistent with studies having
to do with training simulations which measure
whether or not police are quicker to shoot
Blacks than Whites. Since this line of evidence
is experimental, there cannot be any
unspecified variables of relevance; the only

potential concern is relevance to the real

1038, & 1039].

Yet another line of evidence yields results
which are contrary to the predictions made by
the belief that racism causes the shooting
inequality; the Black-White inequality in the
rate at which people are killed by police is
lowest in the South and highest in the
Northeast and Midwest [1035]:

Source 1035 - Figure 2:

The final relevant line of evidence is the
consistent finding that Black officers are as
likely to use force against Blacks as are White
officers. Source 1040 for instance finds that
nationally, Blacks are 33% of those killed by
non-White officers, and 28% of those killed by
White officers. Source 1033 also finds that the
race of officers involved in fatal shootings is
unrelated to the probability of the target being
Black or Hispanic, but use of the paper is
controversial because the paper has been
retracted [1041] due to concerns [1042] of its
results being misinterpreted . This retraction
however, is irrelevant to the current use of the
paper because the paper is still equipped to
address how the racial composition of officers
relates to the shooting inequality [1041].
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Sentencing:

Once stopped, searched, and arrested, there is
of course the potential issue of bias in
sentencing given equal cases and behavior. As
will be seen, there does not seem to be reason
to think that there is much of an anti-Black
bias in criminal sentencing in general when
the following is considered:
1. What
regression

isn’t accounted for by the
of the
research literature [more here].

results general

2. Evidence on racial biases from mock
jury experiments [more here].

3. Evidence on the effects of Black judges
and Black
decisions [more here].

lawyers on sentencing
There is also evidence against there being an
appreciable anti-Black bias in the assignment
of death penalty sentences [1137 & 1138], and
there is evidence against the race of victims
having an appreciable effect on sentencing
outcomes [1139, 1140 & 1141].

-Pre-Trial Qutcomes:

In this meta-analysis [927] (k=36), Wu argues
that pre-trial decisions are very important
because 80% of state cases and 90% of federal
cases never actually go to trial, and he finds
that Black defendants are 9% more likely than
White defendants to be charged:

Source 927 - Table 3:

TABLE 3: The Effect Size Estimate and Q Statistic

95% Cl

Moderator Mean Effect B —

Variable Sizea SE Lowers Upper= Q k

Race and 1.093 (0.089)"* 0.031 1.028 (0.028) 1.162 (0.150) 95.730"*" 36
ethnicity

However, there are several interesting findings
in the moderator analysis. The first is that this
effect is only found in the South. This is
consistent with the standard narratives about
the distribution of racism throughout the
United States. However, there are two other

Source 927 - Table 4:

TABLE 4: Effect Size Analyses of Random-Effects Mean Odds Ratios by Moderators

95% Cl
Moderator Variable MES Lower Upper z P Q 2 k
Panel A: Methodological (sample
or analytic) moderators
Type of publication 603 0271
Nonrefereed publication 1.150  0.958 1.380 1503 133 016 4
Refereed joumnal article 1.091 1.012 11477 2269 023 019 32
Region .024 7458
Non-South 1.061 0.897 1.130 1.852 064 009 25
South 1.411 1.108 1.799 2786 .005 068 8
Multiple/not reported 0.983 0.888 1.087 -0339 735 000 3
Type of jurisdiction 005  7918"
Single 1.159 1.054 1.275 3.048 002 027 26
Multiple 0.999 0.959 1.042 -0.042 966 000 10
Year of data 908 0013
Prior to 1991 1.089 1.022 1162 2611 009 008 19
1991 or later 1.100 0.840 1.288 1.192 233 049 17
Type of standard emor 012 6.240"
Provided by study 1.029 0.846 1120 0676 499 M7 25
Estimated 1224 1.100 1.361 am7 000 014 11
Statistical method for effect size 277 2567
Logistic 1.116 1.042 1.195 3425 002 013 32
Probit 1.108 0.988 1.242 1756 079 000
Hierarchical linear modeling 0.875 0.654 1.169 -0905 365 032 2
Coding for race and ethnicity 351 0870
Black or Hispanic vs. White 1.063 0965 1.172 1239 215 020 16
(single)
Minority vs. White (combined)  1.132 1.036 1.237 2745 006 oz 20
Prosecutorial decision point 015 5947
Screening 1.205 1071 1.356 3.105 002 028 21
Prosecution 1.021 0.958 1.087 0634 526 006 15
Panel B: Theoretical moderators
Controls for all three primary 048 3912
legal factors (i.e., crime
severity, criminal history, and
strength of evidence)
Yes 1275 1.053 1542 2494 013 046 14
No 1.043 0.885 1104 1445 143 007 22
Controls for evidentiary strength 079 3.076
Yes 1.249 1.031 1515 2268 023 048 16
No 1.044 0.986 1.105 1490 136 007 20
Controls for victim 991 0.000
charactenistics
Yes 1.092 0.916 1.302 0983 325 014 13
No 1.093 1.024 i.168 2658 008 03 23
Controls for victim—offender 497 0461
relationship
Yes 1.158 0831 144 1322 186 067 12

No 1.071 1.008 1.139 2207 027 009 24

findings from the moderator analysis (see

Table 4 of source 927 in the right column)

which cast doubt on the idea that the

meta-analysis is detecting any real bias:

These findings are that:

1. Contrary to what we would expect if racial
animus were the cause, the strength of this
effect has not changed over time.

2. No bias was found in studies that reported
their standard error.

Standard error is a statistic which is needed to

put a result into a meta-analysis. Some studies

used in this meta-analysis reported their
standard errors while others did not. So, how

did Wu use studies that don’t report standard

error statistics when standard error is a statistic

required for meta-analysis? He did so by
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estimating what he thought that their standard
error statistics probably were. When the
standard error was not reported, Wu estimated
what the standard error probably was. The 25
studies which reported their standard error
statistics found no effect while the entire
meta-analytic effect was driven by the 11
studies which did not report their standard
error statistics. The racial bias detected when
studies
already unsubstantial, but this also suggests

including the non-reporting was
that the small bias that was found is just a
result of upwardly biased estimation.
-Post-Trial Qutcomes:

This line of research looks at real world
sentencing outcomes and is concerned with
whether or not there are racial disparities
which cannot be attributed to non-race factors.
Source 608 looks at this meta-analytically,
examining 116 sentencing contexts: 101 State
level sentencing contexts and 15 Federal. This
produced 282 effect sizes: 258 State, 24
Federal. Of these, 37% of admitted papers
were unpublished. Of the unpublished studies,
50% were doctoral dissertations.

For State sentencing, the raw effect size when
looking at all studies was that without
controlling for anything, Blacks were 28%
more likely than Whites to receive a harsh
sentence. Of the unpublished studies, the raw
effect size was that Blacks were 14% more
likely to receive a harsh sentence. This
indicates either that the main meta-analytic
effect size is inflated by publication bias, that
the doctoral dissertations have smaller effect
sizes because they are more rigorous, or both.

For all studies, it is also found that controlling
for criminal history and offense severity
shrinks the disparity from 28% to 14%.

For Federal sentencing, the raw effect size was
a 15% disparity with unpublished studies
having larger effect sizes. The trend for
unpublished Federal studies however is not
noteworthy because they are small in number,
and because they produce an enormous
confidence interval ranging from 7% to 136%.

Other noteworthy findings are that:

e Smaller estimates of  unwarranted

sentencing disparity were found in
analyses that controlled for more variables.
studies better

measures of offense severity and criminal

e Similarly, which use
history find smaller percentages of the
disparity to be inexplicable.

e When
discretion over sentencing outcomes, the

Judges have more personal
racial disparities are larger. However this
effect is weak, and is entirely moderated
by confounders.

e In Southern jurisdictions, inexplicable
disparities are larger, but this is accounted
for by methodological characteristics of
the Southern studies.

e Federal 1980

inexplicable disparities of 2% while more

data prior to showed

modern analyses show inexplicable
disparities of 58%. This doesn’t align with
narratives of the criminal justice system
being highly discriminatory in the past

before reforms were made.

160


https://www.ncjrs.gov/pdffiles1/nij/grants/208129.pdf

Looking at the State level sentencing disparity
(28%), the part of the disparity which cannot
be explained by criminal history or by offense
severity (14%) was statistically significant,
and the authors note in the conclusions that
this doesn’t look good for the thesis of there
being no discrimination. However, this is odd
for them to say because they extensively
discuss the possibility of potential confounders
other than criminal history and offense
severity, and because they go through the work
of showing that inexplicable disparities are
smaller in the better analyses that control for
more confounders and which control for better
confounders.
Potential Confounders:

The belief that part of the sentencing disparity
is inexplicable by relevant confounds and thus
attributable
discrimination is a dangerous position to be in

to a direct effect of racial

because one can always just control for more
confounders. The authors themselves discuss
many of these at length.

The first to consider are sample differences in
various demographic variables such as age,
status,  geographic
Older people tend to be

sex,  socioeconomic

location, etc.
sentenced for smaller periods [963], and to be

convicted less often [963]. In addition, Blacks

tend to be younger than Whites [964]:

vvvvvv &

AAAAAAA

..........................

Notes: 7 year averages, from 2005 to 2011. Sums in thousands.

This average age difference is due, at least in
part, to Blacks producing a higher average
amount of offspring than Whites [1086]:

.........................

aaaaaa
........

aaaaa

sss

2567

Notes: 7 year averages, from 2005 to 2011. Sums in thousands.
The next thing to consider is that having a
private attorney 1is associated with less
punitive sentences [970, 973, 974, & 975], and
that Blacks are less likely to have private
attorneys [973 & 976]. While arguably a flaw
this
socioeconomic status is not a racial bias of the

of the justice system, influence of
justice system [see more on the causes of the
socioeconomic differences here]. Yet another
thing to perhaps consider is that inequality of
educational attainment, whatever the cause of
the inequality [see more here], may also lead
White defendants to more easily navigate the
criminal justice system. To reiterate, these
sorts of things are not flaws of the criminal

justice system. Rather, their fault lies in

whatever causes the non-justice-system
inequalities and are to be investigated
separately.

The next potential confounders to consider are

various legal variables; there are other
variables beyond just criminal history and
offense severity to consider. These include the
degree of premeditation, strength of evidence,
differences in pre-trial release status, etc.

While legally, strength of evidence isn’t
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necessarily something to be considered in
assigning sentence lengths, violent felony
cases with forensic evidence and cases with
more varied pieces of physical evidence result
in longer custodial sentences for convicted
defendants [1078]. Pre-trial release status has a
strong positive relationship with sentence
severity [970, 974, 977, & 978], and Whites
are more likely to gain pre-trial release for
whatever reason this may be [973 & 978].
Perhaps a result of some kind of bias in some
other stage of the criminal justice system, as
always, pre-trial release status is separate from
sentencing, and it is important to isolate
variables in order to properly investigate each
one.

The final sort of confounders to look for are
variables of court behavior such as good/bad
defendant behavior, willingness to testify
against partners, willingness to plead guilty,
and ability to navigate the court system.
Defendants who plead guilty receive less
severe sentences than defendants convicted by
there is evidence that Blacks/minorities are
less likely to plead guilty [979, 985, 986, 987].
Source 988 attempts to use verbal IQ as a

proxy for court behavior, and finds that it
mediates the disparity. However, the analysis
was underpowered. The paper says based on
NHST results that it finds no evidence of
racial discrimination, but this is a type II error.
Lack of direct evidence aside, it is a
reasonable, likely true hypothesis that verbal
IQ moderates the disparity given that 1Q is
causally related to criminality [see more here],
and given the 1Q gap [see chapter 7].

If a wvariable legitimately confounds the
sentencing disparities, and a paper with
sufficient statistical power fails to account for

it, then the paper will find a disparity which is
supposedly inexplicable by factors other than
race. This however, is a type I error.

-Mock Juries:

Mock  jury these
problems of ambiguity because in them, no

experiments  sidestep
differences between defendants exist and there
can thus be no omitted variables or concern of
this
concerns that experimental

causality. However, advantage is in
exchange for
settings are not generalizable to the real world.
Source 989 analyzed data from 34 such studies
where people acted as jurors and voted on
whether or not a given defendant was guilty
and on sentence length. It was found that
Whites have nearly no bias in such decisions
(0.028d & 0.096d for verdict and sentencing
decisions respectively) while the Blacks
exhibited a moderate in-group bias (0.428d &
0.731d for verdict & sentencing respectively).

A more recent meta-analysis [990] once again
found White jurors to have no bias against
Black defendants, but to have a moderate bias

against Hispanics defendants. Black jurors, on

the other hand, once again expressed a
pro-Black/anti-White bias:
Source 990 - Table 1:

||||||

This is also consistent with evidence on the
degree to which Whites in general racially
discriminate [see more here].

This
unexplained parts of the disparity which are

may be taken as suggesting that

observed in the real world are a result of

162


https://scihubtw.tw/https://doi.org/10.1177/0887403416635248
https://sci-hub.se/https://doi.org/10.1111/j.1745-9125.1991.tb01085.x
https://sci-hub.se/https://doi.org/10.1080/07418829100091071
https://sci-hub.se/https://doi.org/10.2307/2094896
https://sci-hub.se/https://doi.org/10.1108/s1521-6136(2000)0000002005
https://sci-hub.se/https://doi.org/10.1080/07418829600092801
https://sci-hub.se/https://doi.org/10.1108/s1521-6136(2000)0000002005
https://sci-hub.se/https://doi.org/10.1007/BF01065413
https://sci-hub.se/https://doi.org/10.2307/3053987
https://sci-hub.se/https://doi.org/10.2307/3185415
https://sci-hub.se/https://doi.org/10.1086/230635
https://sci-hub.se/https://doi.org/10.1086/210433
https://www.ncjrs.gov/pdffiles1/nij/grants/184774.pdf
https://sci-hub.se/https://doi.org/10.1007/BF01065413
https://sci-hub.se/https://doi.org/10.1177/0022427885022003003
https://sci-hub.se/https://doi.org/10.1177/0011128785031001002
https://search.proquest.com/openview/66f61427e67ab4f109b1a57b6c69a74c/1?pq-origsite=gscholar&cbl=1816420
https://sci-hub.st/https://doi.org/10.1016/j.paid.2013.01.020
https://sci-hub.se/https://doi.org/10.1007/s10979-005-8122-9
https://sci-hub.se/https://doi.org/10.1037/law0000006
https://sci-hub.se/https://doi.org/10.1037/law0000006
https://lh3.googleusercontent.com/keep-bbsk/AGk0z-MtGXkkNCW1Jl5yK2oTknIxh24GW0IGB160DWZibPzDWv4jHsooDQ1yGWtFOHjiBY6nZ3hZOBgUoAcpqLLmK5ubBu840AeBJ6tc4_Q=s676

observational research being unable to control
for all of the differences between Black
criminals and White criminals, seeing as such
disparities do not exist in experimental
research where moderating variables do not
exist.

On the other hand, it may be contended that
experimental research is less representative of
real people and/or real behavior than the
observational research. I am not aware of
evidence that this sort of problem affects the
results, but there intuitively seems to be less
plausibly for this to impede the experimental
than to be

confounders to impede the results of the

research there seems for

observational research.
-Black Judges & Black Lawyers:
Importantly, the observational research can be

unambiguously taken to evidence that if racial
bias exists and/or matters in the criminal
justice system, then Blacks have the opposite
bias of Whites. This is important because in
the real world observational data, Black
Judges and Black Lawyers have the same
‘racial biases’ as White ones do, or rather, both
are acting on confounding variables in a race
neutral manner while Whites and Blacks differ
in these confounding variables.

Turning to lawyers, Black sounding names
receive fewer callbacks from lawyers than do
White sounding names, a problem which could
impact a criminals’ legal outcomes, but this
tendency is the same among White and Black
lawyers [991]. Perhaps also relevant here is
the evidence pertaining to callback disparities
in hiring [see more here].

Turning to judges, an analysis of 35,000 trials
from 1968 to 1974 [993] found Black and
White judges to exhibit equal degrees of racial

bias both in terms of decisions about guilt and
in terms of decisions about sentence length:
Source 993 - Table 2:

TABLE 2

Mean Sentence Severity
by Race of Judge and Race of Defendant*
(controlled for crime sevetity)

Black Judges White Judges
Black White Black White
Defendants Defendants  Defendants Defendants
279 233 26.1 212
(4897) (1089) (19447) (4917)
+9.4% —8.6% +2.4% —16.8%
partial r = ,11%* partial r = .14**
interracial percentage interracial percentage
difference = 18.0 difference = 19.2

*Based on the 93 point severity scale, the sentence mean = 25.5.
**Statistically significant at the .001 level.

Similarly, an analysis of 40,000 sentences that
were given in Pennsylvania between 1991 and
1994 [992] finds the impact of being Black on
a person’s sentence to not significantly differ
between Black and White judges:

Source 992 - Table 2:

TABLE 2
Race-of-Judge Partitioned Analysis of the Effects of Case Characteristics and
Judge Characteristics on In/Out and Length-of-Term Outcomes
In/Out Length of Term
Probability Effect Sentence Length (months)
Black/ Black/
Black White White Black White White
Variable Judge Judge Difference®  Judge Judge Difference
Prior record
score .081 .070 .011ns 2.375 2.263 A11ns
Offense
severity 138 114 .024 6.840 8.325 —1.485
Number of
convictions .0ogn-s .005ns; .001ns 3.139 1.579 1.561
Trial .069ns 106 -037ns 12442 16.333 3.891ns
Female
offender -.069 -108 .039ns  —2943ns 3,094 151n.s
Black offender 019ns 082 —0430s  —459ns  _Q44ns  485ns
Age of
offender -.005 -.003 —-002ns  —080ns -(069 -011ns
Violent offense  —007ns  .016ns. —022ns 10443  11.292 —.849ns
Property
offense .093 .056 .036ns 11408 33808 1.484ns
Drug offense A75 119 .056ns  —2.706ns -5.139 2.433ns
Age of judge .005 009 —004ns 129 037ns p92ns
Time onbench -.012 -.006 —-005ns  —Q72ns 457 -529
Intercept 446 486 -040 34582 -39.124 4.543ns
Model chi
square 1615.96 10481.80
df 12 12
Percentage
correctly
placed 84.0 80.3
A2 422 425
Adjusted R? 420 425
2Black minus white difference calculated from unrounded figures.
n:sNot statistically significant at p < .01.
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What Of The Gaps?

As we have

seen, according to crime
victimization data, the Black-White crime gap
really is a crime gap rather than just an arrest
bias [more here], and there is evidence against
racial biases in stops and searches [more here],
in arrests [more here], and in criminal
sentencing [more here]. Given this, we may
wonder why the crime gap exists. There are a
couple of plausible explanations which are to
be investigated; here are a couple of them

which are (v) or are not (X) important:
1. Poverty (X):

-  While there is a correlation between
poverty and crime, poverty does not
cause crime [more here].

- The Black-White crime gap is still
existent when economic variables are
held constant [more here].

- The intergenerational effects of wealth
generally fade within two generations of
their onset [more here].

2. Family Structure [more here] (%):

little variance in
covaries with family structure.
- The Black-White crime gap is still

existent when family structure is held

- Very criminality

constant.
- The causality of what little correlation
there is, is questionable.

3. Lead [more here] (%):
- The Black-White gap in lead exposure is

very small and so should not account for
much of the crime gap.

4. Child Abuse [more here] (%):

- Child abuse has a substantial, causal
effect on criminality, and Blacks are
(relatively) substantially more

victimized. However, child abuse is rare

enough among both races that it only
accounts for roughly 0.28624831% of

the Black-White crime gap.
5. Education [more here] (%):

- Blacks
opportunity than Whites.

have more educational

6. Aggression & Testosterone (v & X):

- The Black-White crime gap is partially
mediated by differences in self reported
aggression [more here].

- This is to Black-White
differences in testosterone levels because

not due

in general, testosterone does not cause
aggression [more here].

7. 1Q [more here] (¥):

- With IQ held constant, the Black-White
prison population gap is divided by 2.6.

8. Self Control [more here] (¥):

- The Black-White crime gap is likely
substantially moderated by Black-White
differences in self control.

Finally, worth noting is that Black adoptees

have more run-ins with the law than non-Black
adoptees [1143].
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-Poverty:
Blacks are poorer than Whites [1067], and the

poor tend to commit more crime [1079]:
Source 1079 - Table 2.4.3:

TABLE 2.4.3 Individual Social Status (Income/Wealth) and Criminal/Delinquent Behavior.

Nature of the
relationship

Officially detected offenses Self-reported offenses

Violent Property Delinquency General Overall
offenses offenses & adult offenses.
offenses

lllegal drugs

EUROPE Britain:
Buchmueller &
Zuvekos 1988
NORTH
AMERICA United
States: Gill &
Michaels 1992;

Not signif.

Reg
Willia 92;
Kaestner 1994

Negative NORTH NORTH NORTH AMERICA | NORTH NORTH

AMERICA AMERICA United | United States: Laub | AMERICA AMERICA
United States: n | & Sampson United States:
Kaplan & Reich 1994:245 Paez 1981:44
1976

£l 986
(shoplifters)

my
1994:245

\Z ~/

Meta-analyses on the subject, taken together,
that the
inconsistent, it falls more towards saying that

also show while literature is
areas with higher poverty have higher crime
[1079, 1080, & 1081]. As for
meta-analytic  effect sizes, 1082

meta-analyzed 153 studies on poverty and

rates
source

crime by geography, and found a correlation of
.253. Similarly, source 1083 meta-analyzed 37
studies looking at predictors of national crime
rates. For national wealth the mean effect size
was -.055 and not statistically significant. For
income inequality, the mean effect size ranged
from .224 to .416, depending on how income
inequality was measured. In both cases, the
effect
Unemployment’s

size was statistically significant.

relationship with crime
(across only 4 studies) was .043 and not
significant.
However, correlation is not necessarily
causation. There are alternative explanations
to a raw correlation other than poverty causing
crime. One may be that it is the opposite, that
crime destroys wealth by destroying property

and making business move away. Another

may be that variables which are associated
with crime (low self-control, aggression,
stupidity, etc) cause both lower wealth and
higher crime rates. If we look at trends over
time, such as federal level poverty data [965]
and crime data [966], we see that changes in
poverty have historically been negatively
correlated with changes in violent crime and
property crime:

Correlation matrix:

Violent Crime
0.89210775
-0.59438495

Property Crime

Property Crime

Poverty Rate -0.62145079

U.S. Property Crime and Poverty Rates 1960-2012
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Source 1079 also analyzed 8 studies on the
relationship between national wealth and
crime over time and found the following:

The Relationship Between The States of the Economy and Crime over
Time from Ellis, Beaver, and Wright 2009

Crime Type Studies Positive Not Significant Negative

Violent Crime 8 63% 25% 13%
Property Crime 8 38% 13% 50%
Overall Crime 8 25% 38% 63%
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Looking at changes in unemployment, the
following is also found:

The Relationship Between Unemployment and Crime over
Time from Ellis, Beaver, and Wright 2009

Crime Type Studies Positive Not Significant Negative
ViolentCrime 21 38% 38% 24%
Property Crime 15 73% 0% 27%
OverallCrime 31 61% 13% 26%

Finally, source 1084 analyzed 35 reported
national level time-series associations and
found only 60% of them to be positive and
statistically significant. In all, the time-series
data inspires even less confidence than the raw
effect sizes.

However, better evidence against causality for
the poverty-crime correlation is evidence from
Swedish family data [1085]. This study
analyzed over half a million Swedes and how
their childhood income levels related to their
future criminality. In line with previous
research, the study found that children from
poor families were more likely than average to
grow up and become criminals. However,
some of these families became wealthier, and
when this happened, the younger siblings who
were only just then growing up were still more
criminal. Since ‘poor’ families turn out more
criminal whether or not they are actually
this that the
association between poverty in crime is caused

impoverished, indicates
entirely by family level factors other than
whether they be
environmental.

poverty, genetic  or
For the context of race, it is worth mentioning
that even if we were to accept the association
as causal, Blacks would still be substantially
more criminal than Whites when economic
variables are accounted for [967, 968, & 969].

-Family Structure:

It is popular among conservatives to point to
the Black-White single motherhood gap as an
explanation of the criminality gap. Indeed,
there is a large Black-White gap in family
structure [1087]:

Source 1087 - Figure 1:
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Figure 1. Percentages of Children Ages 0 to 14 With One or Both Parents Absent, by Race: United States, 18801980

This is driven by high out of wedlock births;
of those married, divorce rates among Blacks
and Whites are very similar [1091]:

Source 1091 - Table B:

Table B. Marriage Experience for Women, by Age, Race, and Hispanic Origin: 1975, 1980, 1985, and 1930
{Universe is women 20 to 54 yaars)

Al races White Black Hispanic origin'

Category

1975| 1980 1985 | 1990| 1975| 1980 1985] 1990| 1975 1980 1985] 1290 1980 1985| 1950

Percent ever married

201024 ... 49.5| 43.3| 38.5| 64.9| 522| 46.6[ 41.3| 47.5| 33.3| 23.9| 2 55.4| 56.7( 458
251029 . 78.6| 74.0| 69.0| 88.8] B10| 774| 732| 765| 62.3| 534| 450| 80.2| 78.4| 9.6
301034 89.9( B58| 82.2| 93.3| 91.6| 88.1| 856 &7.1| 77.9| 70.9| 61.1| 883| 8sl0| 830
351039 ... 93| 81.6( 83.4| 962| 953 931| 91.4| 90.1| 87.4| B0.7| 74.8| 91.2| 91.6| E8.9
40 1o 44 96.1| 94.6| 92.0| 959| 95.8| 856 934 951 89.7| @6.1| 82]1| 942| 90.3| 92.8
45 10 49 959| 94.4| 94.4| 959| 96.4| 951| 951| 954 92.5| 88.4| 87| 94.4| B1.1| 817
50 to 54 95.3| 85.2| 95.5| 96.0| 95:8| 954 96.1| 94.6| 92.1| 934 918| 95.0| 925 91.8
147| 14.4| 12.8| 106| 105) 1.0 98| sa4| 10| 68
21.0| 21.5| 18.8| 15.3| 202| 182| 178| 139 148| 135
25.8| 29.0| 286 20.5| 31.4| 34.4| 26.6| 21.1| 19.2| 19.9
267| 32.0| 346| 227| 3209 346| 358| 219 263| 297
255| 32.0| 352 27.4| 33.7| 36.8| 45.1| 19.7| 228 266
227| 28.4| 355| 26.9| 200 360| 398| 23.9| 243 24.6
21.0| 24.8( 28.5( 20.7| 290| 33.7| 39.2| 225 21.8| 22.9
470 46.0| 33.3| (B)| (B}

However, the correlation between single
motherhood and delinquency, though existent,
is rather small; source 1088 reviewed 5
previous meta-analyses, and the effect sizes
were .07, .09, .09, .10, and .10, meaning that
single motherhood explains, at most, 1% of

individual level variance in criminality. One of
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the
covering 72

more recent meta-analyses
studies,

to be weaker

[1089],
the
among older

also found
relationship
teenagers. As we’d expect from this, an
association between race and crime remains
when controlling for family structure [969].

A final thing to be considered with respect to
crime and single motherhood is that the kinds
of fathers who leave their kids behind tend not
to be the most morally upright people.
Empirically, fathers which don’t live with their
children are much more likely to be engaged
with drug use, criminal activity, have high
levels of psychopathy, etc [1090 & 1092].
Moreover, source 1092 finds that while kids
who interacted with their fathers more were
less likely to have conduct problems, this
relationship only held for fathers who had low
levels of antisocial behavior; fathers who had
greater levels of antisocial behavior actually
adversely affected their kids’ level of conduct
problems. More directly relevant, source 1093
finds that Black, inner-city children living
their
aggressive than their fathered counterparts.
-Lead:

A meta-analysis [1094] of 19 studies with an

without fathers are actually less

aggregated 8,561 participants found a

statistically significant correlation of .19
between conduct problems and lead exposure
among children and adolescents. The same is
found when looking at lead exposure and
criminality by region [1095, 1096, 1097, &
1098].
Black-White gap in lead exposure such that

There also used to be a slight

Blacks had a mean blood lead level that was
~1.4 ug/dl higher than that of Whites [726].
blood lead
significantly differ by race [727]. Given this,

However, levels no longer

even though lead impacts crime, the fact that

the races barely differ in terms of lead
exposure suggests that lead probably plays
little to no role in the Black-White crime gap.
This is consistent with sources 1097 and 1098

which find that the proportion of an area
which was Black continued to predict its crime
rate even after its degree of lead exposure was
controlled for.

-Child Abuse:

According to the U.S. Department of Health
and Human Services’ 2013 report on child
maltreatment [1099], the rate at which children
suffer from abuse is roughly 14.6 per 1,000 for
Blacks, 8.5 per 1,000 for Hispanics, and 8.1
per 1,000 for Whites. These victimization rate

differences are not explained by reporting
biases, the report shows that Blacks are also
overrepresented among those who die from
child abuse.

Child abuse also causes criminality. The
relationship remains in twins [1100 & 1163],
meaning the more abused twin becomes more
criminal. This rules out the possibility of
genetic confounding. The relationship also
remains when controlling for birth order,
maternal education, paternal criminality,
[1100].

However, the degree to which being abused

religion, and family structure
increases the likelihood of criminality is hard
to estimate. Studies vary in their definitions of
abuse, the set of statistical controls they
employ, and their measurement of criminality.
Because of this, estimates of how much a
person’s chance of criminality is increased by
abuse range from 28% [1101] to 200% [1102].

No meta-analysis of this data has been done

and so there is no simple way to judge the true
effect. We can however say for sure that some
of the Black-White crime gap is caused by the
Black-White gap in child abuse.
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With these effect sizes, we can devise a rough
estimate of how much child abuse contributes
to the crime gap, but we also need some
perspective on how many people are
imprisoned. Source 1103 gives us the numbers
imprisoned per 100,000 U.S.

residents by race and sex:

of people

Source 1103 - Table 10:

Imprisonment rate of sentenced state and federal prisoners per 100,000 U.S. residents, by demographic characteristics,
December 31,2014

Male Female
Age group Total®  Allmale® White®  Black® Hispanic _Other” Allfemale®  White®  Black® Hispanic _ Other”

Total® a1 890 5 2724 1091 968 65 53 109 64 )
18-19 169 317 0210, 349 542 1 8 32 7 12
2024 746 1365 584 3868 1521 1755 % n 152 9% 109
2-29 1,055 1912 958 5434 225 202 170 150 4 165 208
30-34 1161 2129 LI 6412 2457 2193 185 163 24 174 25
35-39 1067 1982 1029 612 272 1878 155 138 29 137 189
40-44 904 1,689 92 5105 1933 1619 132 19 23 107 174
4549 758 1417 815 4352 1602 1444 m %0 203 % 161
50-54 567 1,081 633 331 130 1112 n 57 128 67 124
55-59 358 698 00 2178 978 832 37 27 n 2 6
60-64 pib) ) 2% 1265 680 483 2 15 37 5 37
65 or older n 158 109 418 299 208 5 4 8 7

Number of sentenced pri 04453500 516900 308700 123300 106232 53100 22600 17800 12800

based on priso than 1 thoriti

state or
ce of more than 1 year per 100,000 LS. residents d race or Hispanic
aaaaa y1,2015. Alaska did not submit 2014 data to er Statistics (NPS),so totals

gram, 2014; Natio
fent population es

ry 1

Assuming that males and females are both
exactly 50% of the population for the sake of
simplification, when we average imprisonment
rates between the sexes, we get 259 Whites
being imprisoned per 100,000 U.S. residents
and 1416.5 Blacks being imprisoned per
100,000 U.S. residents.

To understand how to figure out how much of
the gap is accounted for by child abuse, let us
first understand the math of a simpler, fictional
problem. Let’s say for the sake of argument
that we have group A and group B, and that
they combine to create group T (T for total).
Group A has 100 members and group B has
200 members. Group T thus has 300 members.
52% of group A dies, and 49% of group B
dies. Therefore, 52 people in group A die, and
98 people in group B die. Therefore 150 total
people die. Therefore, 150 out of 300 people
died, or 50% of all people

eporting Program, 2013; Survey of
, 205,

Here is the information summarized in a table:

Group: A B T(Total)
Initial # 100 200 300
% dead 52% 49% 50%
# dead 52 98 150

As we can see, the percentage of all people
who died is just an average of the two death
rates, but weighted by population size. We can
just take ((100%52)+(200%49))+300 to get 50.

Now let’s make the same table but focused on
the percentage of Whites who are imprisoned,
by abuse status (Abused = # abused per 100k):

Group: Abused Non-Abused Total

# of people 810 99,190 100,000
proportion X Y 259 /100,000
imprisoned

This is where the complexity comes from; we
don’t know X or Y. Rather, we only know the
percentage of the total population which is
imprisoned, and the size of X in terms of the
size of Y (X is anywhere from 28% to 200%
larger than y). Given the most generous
estimate of effect

size for child abuse

(+200%), we can rewrite X in terms of Y:

Group: Abused Non-Abused Total

# of people 810 99,190 100,000
proportion 3Y Y 259 /100,000
imprisoned

We can now take the weighted average
algebraically:

259/100,000 = ((810x3Y)+(99,190xY)) = 100,000.
259/100,000 = 1.0162xY.
259/101,620 =Y.
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So, 259 in 101,620 non-abused Whites are
imprisoned. Since we are assuming that people
who suffer child abuse have three times the
odds of being imprisoned, we’ll say that 777 in
100,810 abused Whites are imprisoned. If we
apply these numbers to the number of Whites
who are abused and not abused, we would
predict that 259 Whites would be imprisoned,
which is empirically observed, so our math is
correct.

Now, how many Whites would be imprisoned
if Whites were abused at the same rate that
Blacks are abused? Well, 14.6 per 1,000

Blacks are abused [1099], or 1460 per
100,000. 777/101,620 of these 1460 people
would be imprisoned, meaning that

11.16335367 of the 1460 people would be
imprisoned. 98,540 of the 100,000 would not
be abused. Of 98,540 people,
259/101,620 would be imprisoned, meaning
that 251.1499705 of the 98,540 people would
be imprisoned. Adding the two together, we
262.3133241 100,000
Whites to be imprisoned. Remember, before
accounting for child 259/100,000
Whites were empirically shown to be
imprisoned, and 1416.5 per 100,000 Blacks
were empirically shown to be imprisoned. The

these

would expect per

abuse,

gap, of 1157.5 people, is thus shrunk by only
3.313324148 people when child abuse is
accounted for. In other terms, according to this
rough calculation, only 0.28624831% of the
Black-White crime gap is accounted for by
child abuse rate differences.

In summary, child abuse has a substantial,
causal impact on criminality, and Blacks suffer
a relatively substantially higher rate of child

abuse than Whites do. However, child abuse is
rare enough among both races that it can only
account for 0.28624831% of the Black-White
crime gap.

-Aggression & Testosterone:

One fashionable explanation for criminality in
general is that testosterone causes aggression
and that aggression causes criminality. A
meta-analysis of 45 independent studies
totalling 9760 participants [1104] found a
weak positive correlation of 0.14, which is
already a bad sign for this explanation. The
killing blow is that experimental studies which
assess what effect there is on aggression when
testosterone levels are manipulated find that
testosterone is not causal [1105, 1106, &
1107]; aggression increases testosterone levels
rather than the other way around.

This being said, Blacks do tend to be more
aggressive for whatever reason, and this likely
plays a role in the Black-White crime gap.
There are multiple lines of evidence for this.
The first is that Blacks are more likely than
Whites to get into fights at school [1108]:

Figure 2
Percent of Students in Grades 9 through 12 Who Reported
They Were in a Physical Fight in the Past Year, by Race and
Hispanic Origin,* 2013

100

The second is that Blacks are more likely to
bully others than are Whites [1109].
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Blacks
measures of psychopathic personality. Source
1112 the
Psychopathic Deviate Scale, thusly:

also score somewhat higher on

describes such a measure,

“This was constructed by writing a number of
questions, giving them to criterion groups of
those manifesting psychopathic behaviour and
“normals”, and selecting for the scale the
questions best differentiating the two groups.
The criterion group manifesting psychopathic
behaviour consisted of 17-24 year olds
appearing before the courts and referred for
psychiatric examination because of their
“long histories of delinquenttype behaviours
such as stealing, lying, alcohol abuse,
promiscuity, forgery and truancy” (Archer,
1997, p. 20). The common feature of this
group has been described as their failure to
“learn those anticipatory anxieties which
operate to deter most people from committing
anti-social behaviour” (Marks, Seeman, &
Haller, 1974, p. 25). The manual describes
those scoring high on the scale as follows:
irresponsible, antisocial, aggressive, having
recurrent marital and work problems, and
underachieving (Hathaway & McKinley,
1989). A number of subsequent studies have
shown that the Psychopathic Deviate scale
differentiates delinquents and criminals from
nondelinquents and non-criminals (e.g. Elion
& Megargee, 1975).”

1112  then
comparing racial groups on this measure; in

Source reviewed 5 studies
Nigeria, Japan, and the United States, Blacks
scored .29 to .5 standard deviations higher
than Whites:

Source 1112 - Table 1:

Table 1
Psychopathic deviate scale of the MMPI (d)

No. Location Test Blacks E. Asians Hispanics N. Americans Whites Reference

1 USA MMP1 0.29 —0.31 0.00 0.44 0.00
2 USA MMPI-2  0.48 —0.18 0.70 0.74 0.00
3 Japan MMPI-2 —0.36

4 Nigeria ~ MMP1-2  0.50
5
6

Dahlstrom et al., 1986
Hathaway & McKinley, 1989
e M

USA MMPI-A  0.33 0.36 0.00

Mean 0.40 —0.28 0.35 0.59 0.00

[1113, & 1114] Ilater
reported statistically significant but practically

Two meta-analyses

negligible differences, but all samples were

either clinical or correctional in nature,
meaning they were unrepresentative due to
threshold effects, which should downwardly
bias differences. The Black-White crime gap
does indeed seem to be partially mediated by
differences in self reported aggression [988].
-1Q:

Chapter 16 of source 384 meta-analyzed
research done on the relationship between 1Q
and crime, delinquency, and related variables.
Of 68 studies on IQ and delinquency, 60 found
a negative relation (88%) and the remaining 8
found no significant relationship. Out of 19
studies on 1Q and adult criminal offending, 15
(79%) found a negative correlation. Out of 17
studies on self-reported offending and IQ, 14
(82%) found a negative relationship. Out of 5
studies on IQ and antisocial personality
disorder, and out of 14 studies on childhood
conduct disorder, all 19 found a negative
relationship. Thus, the vast majority of
research establishes 1Q as a correlate of crime
and related constructs. On the other hand, only
7 of 19 (36%) of studies on recidivism and 1Q
found a negative relationship. The authors
posit that this is explained by range restriction;
to be able to be caught in 2 crimes you have to
be dumb enough to commit the first one which
means the population of interest has undergone
Source 408

however did a meta-analysis on recidivism

significant range restriction.

going over 32 studies and 21,369 participants
-.07
intelligence and recidivism.

and found a correlation between

These findings are confirmed by large,
representative birth cohort studies in Finland
[385], Sweden [386], and the United States
[387]. The massive (700,514 participants)
study from Sweden [386] found that the
negative -.19 correlation between IQ and
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crime only fell to -.18 when controlling for
income and single motherhood.

With regards to the differential detection
hypothesis, source 388 investigated the impact
of neighborhood characteristics and found that
the negative relationship with criminality held
even after controlling for neighborhood
poverty, unemployment, % Black, % female
headed household, and % on public assistance,
as well as individual age, sex, race, poverty,
Although, the

relationship between IQ and criminality was

self-control, and age.
much stronger in well-off areas than it was in
disadvantaged areas. We also have evidence
like source 389 which compares actual arrests
to self report finding no difference in
intelligence estimates between methods of
assessing criminality. Perhaps self report isn’t
the best assessment, but the result is certainly
not what you would predict if differential
detection mattered. Either way, to whatever
the
impact that IQ has on how your life is affected

degree differential detection matters,
by run-ins with the law remains the same.
There is also longitudinal evidence linking 1Q
measured in early childhood to crime later in
life. 390
longitudinal study on 1,625 participants. They

Source conducted a 25-year
found that IQ at age 8-9 predicted criminality
in adulthood. This relationship was also found
to be childhood

problems, which just tells us that IQ begins to

mediated by conduct
have an effect on criminality at an early age.

A meta-analysis of over 27,000 people from
four European twin cohorts [842] on academic

performance (i.e. intelligence-proxy) and

aggression (parental and self-ratings) finds
both
between-family

associations and
thus

discussion of neighborhood characteristics &

within-family
associations, ending
shared environment. The twin data also shows
genetic mediation between the two, but
relationships are still found between MZ twins
which
environment. The agreement of parental report

implies a role of nonshared
and self report is also further evidence against
the differential detection hypothesis.

This is all of course relevant because there is a
well  established 1 standard deviation
Black-White 1Q gap [876, more here], and
because when this is accounted for, the
Black-White incarceration gap is divided by

2.6 666 - ch. 14]:

Controlling for IQ cuts the black-white difference
in incarceration by almost three-quarters

The probability of ever having been interviewed
in a correctional facility

For a man of uverage age (29) before controlling for I
Whites 2% l
Blacks 13% .

Latinos 6% !

For a man of averuge age and average IQ (100)

Whites gx_,l
Blacks 5% I
Latinos 3% |

| | I
0% 5% 10% 15%

171


https://sci-hub.se/https://doi.org/10.1177/1541204012463410
https://sci-hub.se/https://doi.org/10.1037/0021-843X.97.3.330
https://sci-hub.se/https://doi.org/10.1111/j.1469-7610.2005.01472.x
https://sci-hub.se/https://doi.org/10.1111/jcpp.13273
https://sci-hub.se/https://doi.org/10.1111/j.1744-6570.2001.tb00094.x
https://emilkirkegaard.dk/en/wp-content/uploads/Richard_Herrnstein_Charles_Murray_The_Bell_Curve-OCR.pdf
https://lh3.googleusercontent.com/keep-bbsk/AGk0z-PjiImI6mvyMZF1ppD2JqBalm9HV6D-WAkDcEpJQ7UhJ-KhQAcn1G8c0iodzhCstP7q06Pjc4qHSZqDjWoGFrKR2WMvRaae54KjDVI=s751

-Self Control:

IQ is negatively, though weakly associated
with [871], this
association is genetically mediated [1115].
this
heritability of self control because self control
is about 50% heritable [1117, 1118, & 1119].
Self control is important because it has power

low self control and

However, cannot fully explain the

to predict life success which is independent of
IQ and socioeconomic status. IQ is of course
important to control for because of its
predictive power and its collinearity with self
control and success. Socioeconomic status is
also an important control variable to include
because people under emergency financial
pressures may be influenced by said pressures
to act in a way which is out of line with their
true time preference.
Source 1110:

This paper looked at how well self-control
measured in childhood (under the age of 10),
based on self and peer reported behavior,
predicted life outcomes at age 32 in
comparison to childhood IQ and parental
socio-economic  status in a nationally
Higher childhood

self-control was found to predict better health,

representative  sample.
more wealth, less criminality, and a lower
chance of being a single parent in adulthood
even controlling for 1Q and parental SES.
Particularly interesting is the fact that IQ was
not predictive of criminality, drug abuse, or
single parenthood when parental SES and
self-control were controlled for. However,
consistent with the past literature, the paper
found IQ to be the best predictor of wealth and
adult SES.
Source 1120:

Looking at how childhood self-control, 1Q,
and class predicted adult unemployment in a

sample of 16,780 Brits, this paper finds
holding the other two variables constant, high
self
unemployment while social class was not

control was related to lower
related to unemployment when the other two
variables were held constant.

Source 1121:
This paper finds that self control is a better
predictor of GPA than IQ and that self control
was related to more time being spent on
homework while IQ was related to less time
being spent on homework.

Source 1123:
This meta-analysis confirms a correlation
between self control and various life outcomes
such as love, happiness, getting good grades,
speeding, commitment in a relationship and
lifetime delinquency, but did not assess the
mediating roles of IQ or socioeconomic status.

Source 1159:
This meta-analysis found high self control to
be related to with

cross-sectional and longitudinal effect sizes

lower deviancy,

being r = .415 and 4 = .335 respectively.
Black-White Differences In Self Control:

Self control is of course relevant to
Black-White inequalities in the things that self
control is predictive of because there is
evidence that Blacks have lower self control
than Whites:

Source 1124:
paper took advantage of a natural

This
semi-experiment which came about due to the
the 1990s, the U.S.
Government offered sufficiently experienced

military. In mid

military personnel two options when they
retired: they could take a large lump sum of
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money now or agree to get a yearly payment
from the military for the rest of their lives
which, over time, would add up to far more
than the lump sum. Data was found on the
choices of 66,000 individuals, and Blacks
were 15% more likely than non-Blacks to take
the lump-sum.
Source 893:

In this paper, the Black homes in a sample of
25,820 households were found to have lower
than White
controlling for differences in income, age,

savings rates homes even

family size, education, and marital status.
Source 888:

“Blacks and Hispanics spend roughly 30
percent more on visible expenditures (cars,
clothing, jewelry, and personal care items)
than otherwise similar Whites.”

Source 1122:
This sample of 5,291

university students from 45 countries and gave

paper utilized a

participants a chance to choose an immediate
monetary reward or a larger long term reward,
figure 3 shows the proportion of people from
different regions that chose the larger and less
immediate reward:

Source 1122 - Figure 3:

Germanic Anglo Middle East  East Asia  East Europe Latin
Nordic America

Latin Eurape Africa

Figure 3: The percentage of choosing to wait grouped by cultural origin

Source 1125:
paper looked at a sample of 317

This
individuals with gambling problems and found
that White gambling addicts
self-control than Black gambling addicts even

had more

after controlling for education, drug problems,
and income.

Source 1126:
The authors of this paper describe their
experiment as follows:

“In our experiment, subjects are asked, orally
and in writing, to make twenty decisions in
total. For each decision, subjects are asked if
they would prefer $49 one month from now or
$49+$X seven months from now. The amount
of money, $X, is strictly positive and increases
over the twenty decisions.”

Using this design in a sample consisting of
82% of the student population of 4 middle
schools in a poor Georgia school district, the
paper was able to measure at what point
people began to prefer the later reward and,
thus, the strength of their preference for
immediate gratification. Blacks were found to
have significantly less self-control than
Whites.
Source 1127:

This paper looked at a sample of 100 4th grade
school children and found that Blacks had
lower self control than Whites even after

controlling for socio-economic status.

While the
self-control does not necessarily guarantee an

within-group heritability  of

above zero between-group heritability of self
control, a handful of gene variants which are
related to impulsive behavior have also been
found to be less common among Blacks than
among Whites [1111].
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Economic Gaps:

Slavery & Intergenerational Wealth:

Slavery and the intergenerational transfer of
wealth acquired in the past cannot explain
Black  poverty the
intergenerational transfer of wealth cannot

modern because
explain poverty in general; at least not for very
long. The speed at which wealth effects fade is
very quick. We know this because when
families gain large sums of money or have
property destroyed, the economic effects
entirely fade in under 2 generations, and are
mostly gone within a single generation.

The best evidence on this comes from
comparison of the descendents of antebellum
Blacks who were free before the civil war to
the descendents of postbellum Blacks who
were freed by the emancipation proclamation.
The difference persisted for some time, but
after two generations, the two groups of
Blacks did not differ

education and economic success [1130]. This

in terms of both

suggests that the direct economic effects of
slavery had mostly faded for the grandchildren
of slaves. This may seem surprising, but it is

consistent ~with other data on the
intergenerational effects of wealth in 19th
century America and in the South. For

instance, the descendants of those who won
Georgia’s land-lottery in the 1830s fared no
better for it in terms of their income, wealth,
and literacy rates [1131] than non-receiving
applicants. Analyzing the opposite case, data
on those whose wealth was destroyed during
the civil war due to slave emancipation and
war-related property destruction, a person’s
wealth being decimated by 10% predicted
merely a 0.4% decrease in their child’s income
by the time the child reached age 50 [1132].

In modern day, data from the entire population
of U.S. taxpayers shows that Black children
born to parents in the top fifth of the income
distribution are equally likely to occupy the
top and bottom fifth of the income distribution
when they grow up. By contrast, White
children born into the top economic quintile
are far more likely to stay there than to fall to
the bottom [1133]. From 1984-2007, [872] a
10% increase in wealth among an American’s
grandparents predicted a 1.8% increase in their
own wealth if they were White and a 0.2%
increase in wealth if they were Black. This
may be explained by self control [more here].
More broadly, it is also the case that the
impact of various educational effects fade over
time [305, 694, & 630].

This may seem like a surprisingly short period

of time in which to expect the economic
effects of major events to vanish, but this is
similar-to/greater-than the amount of time it
seems to have taken for the Irish to rebound
from extreme repression by the English, for
the Jews to economically recover following
emancipation, and for Japan to recover from
the second world war and its damages.

This may seem hard to swallow, but people
the
environmental effects because from their

often  overestimate persistence  of
personal experience, children resemble their
parents even well into adulthood, and group
differences often persist across generations.
However, this is not the appropriate kind of
analysis because it is generally confounded.
More appropriate would be twin studies that
try to ascertain heritability, or adoption studies
placing unrelated children into rich homes, or
randomized experiments giving poor people
large sums of money. A review of 19 twin
studies puts the heritability of income in the
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United States at 41%, the the contribution of
shared environmental factors at just 9%, with
the other 50% being explained by nonshared
environmental factors such as random luck,
measurement error, etc which is incompatible
with intergenerational wealth transfer [695].
However, even variance attributed to shared
environmental effects cannot automatically be
attributed to the effects of intergenerational
transfers of wealth since there are other
theoretically plausible explanatory influences
which are shared among siblings.

thus little, if
non-genetically-mediated  transmission  of

There is any,
wealth and income within even a single
generation. Perhaps slavery is a special case,
but the data comparing antebellum free Blacks
to postbellum free Blacks gives us reason to
doubt this.

Also worth noting is just how much of a gap
there is in wealth from raw inheritance.
According to a paper from the federal reserve,
among Americans who receive no inheritance,
the Black-White gap is only 28% than the
wealth gap among those who do receive
inheritance [1067]:

White Americans are _ Times as Wealthy as Minorities

With Inher

Another thing to look at from the federal
reserve paper is the rate of and median value
of inheritance by race:

Race / % W/
Ethnicity

Median Value of Average of Median Inheritance Per

inheritance Inheritance Person

White 229 $55,207 $12,642

Black 10.6 $49,441 $5,271

Hispanic 5.5 $28,708 $1.579

Sometimes it is noted that Black families were
broken up in order to sell different family
members to separate slave owners, and this is
said to explain modern rates of single
parenthood among Blacks. However, it is
implausible that these old effects explain
modern Black family structures because Black
rates of single parenthood are far greater today
than they were in the 19th century [1087]:

Source 1087 - Figure 1:

THE ORIGINS OF AFRICAN-AMERICAN FAMILY STRUCTURE 141

60

Bl erecis [T whites

o
S
1

Percent of Children Living Without One or Both Parents

Year
Figure 1. Percentages of Children Ages 0 to 14 With One or Both Parents Absent, by Race: United States, 1880-1980

This brings us to yet another reason to doubt
that the economic effects of slavery are still in
the process of being eliminated: If this were
true, then the economic effects of slavery
should lessen with each generation, leading us
slow and economic

to  see steady

improvements among Blacks. However,
nothing like this has taken place for the last
half century. Instead, since intelligence is
growing more and more valuable in the
information age, the Black-White wealth gap
has only grown. A 2017 Federal Reserve
report [1129] shows that White and Black
working women had roughly equal wages in
the 1970s and 1980s, but since the 90s a gap
has appeared which favors White women. The

same report [1129] also shows that for males,
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there was already a wage gap present in the
1970s and it is even greater today:
Source 1129 - Figure 1 - C & D:

C. Average hourly earnings for men
Real eamings ($)
0

D. Average hourly earnings for women
Real earnings (3)
30

White male

0 o
1979 1985 1991 1997 2003 2009 2015 1979 1985 1991 1997 2003 2009 2015

Note: Shaded bars reflect NBER recession periods

When looking at income for entire population
rather than just those who are employed, the
trend is more severe [1134]:

Source 1134 - Figure III:

Figure I1I: Real Earnings of Black and White Men,
Median and 9oth Quantile

Annual Earnings (in $1,000 of 2014 Dollars)

population of all me
are measured in thousands of
sample year labeled 2007 com|

eflator and
005-2014. The

T
ources: Census, 1940-2000; American Community Survey, 2
amples from 2005-07, '2014' combines those from 2013-14.

Additionally, the situation is yet more extreme
when looking at net wealth instead of income.
Since the 1960s, the Black-White Wealth gap
has increased many times over [873]:

Source 873 - Figure 3:

Average Family Wealth by Race/Ethnicity, 1963-2016

-0- White -o- Black -0- Hispanic -o- Nonwhite

$1 000 000

$750 000

Turning to employment, the Black-White

unemployment gap appeared sometime in the

1940s and has widened since then [1135]:
Source 1135 - Figure 1:
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The one exception is that one could use home
ownership to make a weak case for a slightly
narrowing gap [903]:

Source 903 - Figure 1:

Figure I: Rates of Owner-Occupancy, 1870-2007:
Households Headed by Males, Ages 25-64, in Labor Force, Not in School (“Core Sample™)
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Overall, there is not much support for the idea
that that slavery, or the intergenerational
transfer of wealth in general, is responsible for
modern Black poverty. Modern Black poverty,
therefore, must be explained some other set of
factors

that continues into modern day,

whether it be discrimination, or [behavior].

176



https://www.frbsf.org/economic-research/files/el2017-26.pdf
https://lh3.googleusercontent.com/keep-bbsk/AGk0z-O3q9NqVcUINOQNwmdWj4i9YYuO4Vx78pChtnzpMv5Rg_bANLFDnvd0JSTEhm8zHV7G-U8h94LCAfyTlFIi9GuArsC13tHkqB_6YCY=s676
https://sci-hub.se/https://doi.org/10.1093/qje/qjy003
https://sci-hub.se/https://doi.org/10.1093/qje/qjy003
https://lh3.googleusercontent.com/keep-bbsk/AGk0z-PCT1t3RrHLtpRwQlYGkZ90p58yQIrLIo8rPQWedR0HoPWqvt1m6DPsJ8kJCp8GpmfTTJWnTcll9clUXCbcYYnyr8ibeYVIyEudorY=s676
https://apps.urban.org/features/wealth-inequality-charts/?fbclid=IwAR1AHv7WoI5zTB2Y5dGmJS-BaI4ah71bDZsBzvHI7o8AAjQun3pq8ORwbwI
https://apps.urban.org/features/wealth-inequality-charts/?fbclid=IwAR1AHv7WoI5zTB2Y5dGmJS-BaI4ah71bDZsBzvHI7o8AAjQun3pq8ORwbwI
https://lh3.googleusercontent.com/keep-bbsk/AGk0z-P2agyo9HnRsauad0T1W1eRIi7clXO-qjPqmWV88V1DHacprHi_yF7HYzFzmWXTu8EVLZHwPBzVFNDupPXRdG2rZ1EnNlUfHsoJVy8=s676
https://sci-hub.se/https://doi.org/10.1177/001979399905200206
https://sci-hub.se/https://doi.org/10.1177/001979399905200206
https://lh3.googleusercontent.com/keep-bbsk/AGk0z-M0mp0L_ByJ5QYSS73xSxNAdnCl3yZjr9YmGhopYtCOik6UDL-c5aNeZ9QLDFYV86ee1EsileInkenNARBXNFlGvizdPvfSLBehfu0=s676
https://sci-hub.se/https://doi.org/10.3386/w16665
https://sci-hub.se/https://doi.org/10.3386/w16665
https://lh3.googleusercontent.com/keep-bbsk/AGk0z-NkzXAJiSRbtwZQ9Fgv59iBZ18XYoyZNpf-3JERhif19ySIUzReUtbEFQayjCXUQo6hCc6UsksqY23ppbDpiviyRtOCh_rwmEZrpYY=s600

Educational Opportunity:

There is a Black-White gap in the number
years of completed schooling [728]:

Educational Attainment of the Population Aged 25 and Older by Age, Sex, Race and
Hispanic Origin, and Other Selected Characteristics
(Numbers in thousands)
High school | Some college or |  Associate's Bachelor's [5 o degree
graduate or more more degree or more | degree or more
Characteristic Margin Margin Margin Margin Margin
of error' of error' of error' of error' of error'
Total | Percent|  (2) |Percent| () |Percent|  (x) [Percent|  (+)| Percent|  (+)
Population 25 and older .......... 212132| 84| 03| s89| o5 423 o5 325 o5 120 03
Age
251034......................| 43006 905 06 650/ 09| 465 09| 361| 10| 109| 06
351t044......................| 39919 887| 05| 628 09| 467| 10| 363 10| 138 07
451064... L 83213| 894| 04| 590/ 07 426/ 07| 320 07 121| 05
65andoider...................| 45994| 843 07| 497| 09| 341| 09| 267| 08| 13| 07
Sex
Male.........................| 101888 880| 04| 576 07| 412| 07| 323| 06| 120 04
Female. ...................... 110245 888 03| 601 06| 434 06| 327 06| 120( 04
Race and Hispanic origin
White alone ..................... 168420\ 888| 03| 592| 06| 428 06| 328/ 06 121) 03
Non-Hispanic White alone 140638 933| 03| 638 06| 469| 07| 362| 07 135 04
Blackalone ...................| 25420 870 09| 529 14| 324 14| 225 12| 82| o7
Asian alone 12,331 891 12| 700 19| e604| 20| 539 20| 214 15
Hispanic (of any race) ...........| 31020 67| 11| 368 10 227| 09| 155 07| 47| 04
Nativity Status
Natveborn ...................| 175519 918 03| 613| 05| 433| 06| 327 o0s| 119 03
Foreignbomn ..................| 36613| 720 10| 476| 11| 376 11| 314 11| 125 07
Disability Status
With a disability ................. 280s2| 786 09| 416| 12| 249 10| 167 o8| 57| 05
Without a disabilty 183351 899| 03| 615| 05| 450| 06| 349| 05| 129] o3

However, the question remains regarding
whether this is a consequence of differences in
educational opportunity, or other factors.
Before discussion of gaps in school funding, it
should be noted that the raw amount of
available funding has little effect on student
achievement [1000, 1116, & 1128; more here].
This stated, Black students in grade school

now receive more funding. Black school

districts receive less funding, but the Blacker
schools within the Blacker districts get more
funding than the Whiter schools in the Blacker
districts [874]. Accounting for this, in 1972,
Black students received $0.98 for every dollar
spent on White students, and in 1982 this trend
reversed such that Black students now receive
more funding than White students [733]. This
result has achieved replication [734].

One more replication [875] comes to the same
finding, as shown in its second table:
Source 875 - Table 2:

Per pupil expenditures for each racial group
expressed as a percentage of per pupll
expenditures for white students, by state
State Asian Black Hispamnic Mative American
Alabama 103 a7 101 98
Alaska 101 a5 100 120
Arzona a8 98 9 104
Arkansas 100 106 a9 =]
Calfornia 94 a7y a9 109
Colorado 98 103 02 103
Connecticut 100 103 1M 102
Deelaware a7 a5 a9 105
Florida a7 a9 100 100
Gaongta a8 102 100 100
Idaho 100 a9 a7 101
s 104 a3 N ag
Indiana 101 112 108 103
lowea a9 a9 100 100
Kansas a4 a5 -] 102
Kentscky a5 102 99 99
Loutsiana 105 104 103 a8
Maryland 106 a7 10 oF
Massachusetts 108 118 113 108
Michigan 107 07 104 105
Minnesota 104 107 106 116
Mississippt 10 103 a9 100
Missourt 106 110 07 101
Montana o7 a4 a5 100
Mebraska a0 a3 93 106
Mew Hampshire 96 a9 a3 97
Meaw lersey 100 17z 110 109
Heaw Mexico a4 a5 102 BE
Meaw tork o a a0 -]
Morth Carolina 98 100 98 1
North Dakota a5 oo o8 o8
Ohio 109 m 104 102
Oklahoma a5 o7 99 102
Oregon oy 101 99 105
Pennsylvania a5 89 a5 a8
Rhode Istand 100 a5 100 105
South Carolina 101 105 101 a8
South Dakota 25 93 a7 99
Tenmassea 100 LLile) 11 ol
Texas ] 93 o9 100
Usah a5 a5 oy 17
Vermont 103 101 102 92
Virginia 107 10 105 99
Washington oy o8 98 103
West Virginia 1040 o a5 o
Wisconsin 102 ag of 105
Wyarming a8 o7 o8 o7
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However, the paper interprets [875] the finding
in a bizarre fashion; the authors take issue with
the fact that this figure is expressed as a
nation-wide average, writing the following:

“But racial disparities in education spending
clearly exist in a host of other states. In
[llinois, New York, and Pennsylvania, per
pupil expenditures for black and Hispanic
students hover around 90 percent of those for
white students. This finding is a reflection of
these states’ regressive funding tendencies,
and the fact that people of color tend to be
more concentrated in high-poverty districts.
The flip side of this disturbing evidence
comes from states such as Massachusetts and
New Jersey in which high-poverty districts
receive greater support from state and local
sources than low-poverty districts.”

They express dismay at the fact that, in some
Black
funding than White students, but seem relieved

states, students receive 10% less
that in others Black students receive as much
as 18% more funding than White students.
Their language seems to imply a sort of
anti-White bias on the part of the authors. In
any case, if we are trying to explain why, on
average, Black life outcomes differ from
White life outcomes, and we are talking about
national populations, then average spending
per pupil across the nation is obviously the
correct statistic to look at.

Also relevant is the fact that the Black-White
test score gaps are consistent, regardless of

schools’ racial makeup [909]. If the test score

gap were due to Black schools getting less
funding, this should not be the case [909]:

Black and White NAEP Scores by Black Population Size of School Population
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Turning to more specific measures of school
quality, racial differences in class size were
non-existent by the early 1970s [735]:

Source 735 - Table 6:

Table 6: Schooling Inputs by Demographic Characteristics
1972-1992
Expenditures /Pupil
(19928) Pupils/Teacher

Category 1972 1982 1992 1972 1982 1992
By average white and non-white student in the district:

(1) White 2,856 3,414 4,661 1932 1513 13.09

(2] Nonwhite 2,800 3,460 4,796 19.58 1458 12.52

Ratio (1)/(2) 1.02 0.99 0.97 0.99 1.04 1.05
By median household income in the district:

1% quartile 2,212 3,040 4,214 19.22 14.24 11.93

20 quartile 2,388 3,381 4,324 19.24 14.56 12.56

3rd quartile 2970 3,359 4,680 18.82 15.25 13.20

4t quartile 3,005 3,667 5,047 19.82 15.70 13.53

Ratio (4%//(1=) 1.40 1.21 1.20 1.03 1.10 1.13
By poverty status:

(1) Out of poverty 2,881 3.432 4,700 19.34 13.11 13.06

(2) In poverty 2,660 3,331 4,531 19.42 1481 12.81

Ratio (1)/(2) 1.08 1.03 1.04 .00 1.02 1,02
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In fact, class size differences had been quickly
equalizing, even during Southern segregation
in the 1940s [736]:

Source 736 - Figure 1-A:

A: Ratio of White—to—Black Pupils/Teachers
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Class size is of course relevant because it has
small to moderate effects on school
achievement test scores [877, 878, 879, 880,
881, 882, & 883].
Blacker
teachers

Moreover, schools have more

experienced with more formal

education and more pay [735]:
Source 735 - Table 12:

Table 12: Characteristics of Newly Hired Teachers by Race and Income Composition of
School Schools and Staffing Survey 1993-94

Percent of School Enrollment that is Black: All 0-10% 10-50% 50-90% 90+%
N 3,643 2,656 696 181 110
Mean Years of Experience 1.48 148 1.49 1.49 1.51
Fraction Certified in Primary Teaching Field 91.4 93.8 88.8 87.3 86.8
Fraction with Bachelors Degree or Higher 99.5 99.4 Q9.7 99.8 99.7
Fraction with Masters Degree or Higher 16.7 15.6 15.1 26.2 28.4
Fraction Teaching Full-Time 86.0 83.6 88.1 94.7 94.2
Fraction Who Say They Would Teach Again 773 81.3 73.1 66.3 60.7
Fraction Who Plan to Exit Teaching as Soon 25 1.6 22 8.2 91
as Possible
Fraction Who Plan to Exit Teaching at First 14.3 13.1 129 27.2 21.7
Opportunity
Mean Academic Base Year Salary 23,083 22,741 23,509 23,943 24,209
Percent of School Enroliment Qualified for Free All 0-10% 10-50% 50-90% 90+%
or Reduced-Price Lunch:
N 3.643 834 1,878 729 202
Mean Years of Experience - 1.47 147 1.49 1.58
Fraction Certified in Primary Teaching Field - 95.6 93.1 86.7 809
Fraction with Bachelors Degree or Higher - 99.3 99.6 99.5 99.6
Fraction with Masters Degree or Higher - 229 143 16.3 14.7
Fraction Teaching Full-Time - 82.6 84.4 91.1 90.5
Fraction Who Say They Would Teach Again - 79.9 78.1 74.5 725
Fraction Who Plan to Exit Teaching as Soon - 1.6 B 5.0 39
as Possible
Fraction Who Plan to Exit Teaching at First - 13.1 135 17.8 11.2
Opportunity
Mean Academic Base Year Salary - 24,282 22,331 23,232 24,268

This is not a recent development either; even
the South, the
Black-White teacher pay gap equalized in the
1950’s [736]:

Source 736 - Figure 1-C:

C: Ratio of White-to—Black Teacher Pay
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FIGURE [

Relative School Quality in Eighteen Segregated States, 1915-1966

Additionally, back in 1966 at the time of
desegregation, a report written at the explicit
request of the Supreme Court on thousands of
schools and over 650,000 students [1000]
found little difference between Black and
White schools in terms of physical facilities,
formal curricula, and other measurable criteria.
It also found that these things did not
appreciably align with school achievement
differences, and that there was substantially
more variation in achievement within schools
than between schools.

Given the evidence, Black students are thus
advantaged relative to White students in their
pre-college education in modern day.
-Affirmative Action:

There is also a significant pro-Black bias in
college admissions because of affirmative
With equal Black
applicants are roughly 21 times more likely to

action. qualifications,
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be admitted into an American college, while
Hispanics are 3 times as likely, and Asians are
6% less likely:

#: School: | Black | Hispanic | Asian

Arizona State | 1115.4 84.95 2.18

(Law)

~J
8]
~J

442.39 89.63 5.78

~J
8]
~J

University of
Nebraska
(Law)

250.03 18.15 2.54

~J
O8]
~J

University of
Arizona Law

730.8 1.1 1.86

~J
98]
(]

University of
Virginia
(Law)

William and
Mary (Law)

167.51 2.47 3.29

~J
98]
o0

20.63 2.51 0.68

~J
98]
[o2¢)

University of
Maryland
(Medical)

1.13 1.09 1.74

~J
98]
[o2¢)

George
Mason (Law)

William and
Mary (Law)

267.0 0.66 0.66

~
o8]
\O

106.0 2.81 0.94

~J
8
\O

University of
Virginia
(Undergrad)

North
Carolina
State
(Undergrad)

13.0 1.93 0.64

~J
]
\O

121.6 18.2 1.6

~J
]

Berkeley
(Law)

UCLA
(Undergrad)

5.15 1.92 0.85

~J
]

University of | 62.79 47.82 0.81

Michigan

SUNY
(Medical)

9.44 4.08 0.76

Continued:
#: School: | Black | Hispanic | Asian
742 | University of | 4.01 4.86 0.9
Washington
(Medical)
743 Miami 7.99 2.16 2.14
University
(Undergrad)
743 | Ohio State 3.33 4.3 1.47
(Undergrad)
744 | US Naval 4.44 3.32 0.67
Academy
744 | US Military 1.94 1.2 0.68
Academy
All All (Mean) 175.51 15.43 1.59
All | All (Median) | 20.63 2.81 0.94

In selective colleges, it is estimated that the
proportion of students who are White would
increase from 66% to 75% if admissions were
based solely on test scores [745]. Thinking
about it another way, affirmative action gives
Blacks a bonus worth the equivalent of 230
extra SAT points during admissions, Hispanics
185 points, legacies 160 points, and Asians -50
points [652].

-Debt / Inheritance:

Does college debt disadvantage Blacks? The

gap in debt is a function of Whites being more
likely to pay it off; there is not really any gap
in student loan debt upon graduation [746]:

Does student loan debt vary by race and gender

Average student loan debt upon college graduation by race and gender

$44K 543K
$42K S41K $42K

$36K
$33K/
Female Male

Female Male

$40,000
$33K
$30,000
$0
Femate Maie

$20,000
$10,000

Female Male

White Black Hispanic/Latino Asian
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Once minorities get into college, they are
given greater access to grants. Specifically,
Minority students account for 38% of the

student population and 40.4% of grant

funding. White students account for 61.8% of
all students and 59.3% of grant funding [749]:

Total Grants

Number  Percentage Perceniage Percentage

of Total of

10,822,900 100.0% 100.0% 100.0%
6,235,700 57.6% 59.3% GLE%
4,556,300 [FEC} a04% 380%
1855800 1715 15.4% 1a0%
1720900 T59% 1% 1a1%
532,200 290% 65% 5.9%
106,600 1% [ [
5305 million 74,500 0.7% [ 0%

$1.553 millien 266,300 5% 29% 24%

Sa61 million

Native Hawaiian or Pacific slander 39.3% 53,097
Mora Than One Race 538% $5.831

Black, Hispanic, and White students also have
similar chances of their parents paying for a
of their college
education while Asians are more likely than
others to have parental aid [746]:

significant  proportion

Who gets financial help from their parents for college?

n eakdown by

= Parents did not pay for any
of college

= Parents payed for a lttle of
college

m Parents paid for about half
of college
Parents paid for majority of
college

Hispanic/Latino

A related narrative is that Blacks can’t focus as
much on education because their poor
financial situation means that they have to
work to support themselves during college, but
Whites are more likely to hold a job during
high school and college [750]:

Fulkime students

Partdime students
Percent Parcent
100 100

90, %0

-Behavior:

So, given all of the financial privileges of
Blacks, why are Whites more likely to
graduate? Controlling for IQ, Whites and
Hispanics are equally likely to graduate from
college, and Blacks are more likely to graduate
from college [666 - ch. 14 - p.320]:

After controlling for 1Q, the probability of graduating from college
is about the same for whites and Latinos, higher for blacks

The probability of holding a bachelor’s degree

Few a provson of wverage age ( 29 before controlling for 10

