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PREFACE

Two years have passed since I settled down to write a dispassionate survey of
cognitive psychology. The result is not quite what I had expected. It is still a
survey of sorts—I have done my best to review the relevant material—but it is
by no means as neutral or as eclectic as had been planned. More precisely, I am
the one who is not so neutral, who discovered in writing this book that he has
a definite commitment to a particular kind of psychology. Did I come to this
commitment because the facts reviewed here allow of no other interpretation?
Or did I find no other interpretation because this was the one I had uncon-
sciously set out to make? The reader will draw his own conclusions on this
point. My own view, as will appear in other contexts later, is that rationaliza-
tion and discovery can never be entirely separated, even in the simplest cognitive
act. In Chapter 5 I argue that even reading a book is a constructive process rather
than a simple absorption of information from the pages; this must apply far
more obviously to writing one.

The organization of this book follows a sequence which is logically implied
by the definition of cognitive psychology given in the first chapter. It follows
stimulus information “inward” from the organs of sense, through many trans-
formations and reconstructions, through to eventual use in memory and
thought. Whatever the merits of this organization may be, it surely has at least
one disadvantage. Many readers will be interested in particular topics that cut
across the sequence; topics which are classically treated as single units in text-
books. Such a reader may want to review the present status of attention, or
reaction time, or eye movements, or “subliminal perception”; he may not want
to read the book as a whole. To make the volume of some value to him, I have
tried to see that such topics are adequately referenced in the index. The detailed
table of contents and the brief chapter summaries may help too. In this way,
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I still hope to preserve some of the usefulness of the dispassionate survey that
was originally planned.

A book like this cannot be written without a great deal of assistance. To
begin with, financial help is necessary, and in my case this was generously
provided by the Carnegie Corporation of New York. In addition, one must
have a base of operations. Ideally, there should be an office where one can be
undisturbed while disturbing others—demanding secretarial services, using
library facilities, consuming office supplies, buttonholing people to talk to,
kibitzing other people’s work as a diversion from one’s own. All this and more
I found at the Unit for Experimental Psychiatry, affiliated with both the
Pennsylvania Hospital and the University of Pennsylvania, where I wrote this
book. Their support of my work was made possible in part by Contract No.
Nonr-4731(00) from the Office of Naval Research.

The Unit is a group of people as well as an institution, and I have benefited
from discussions with many of them. In particular, conversations with Martin
Orne have had a considerable influence on my views, as will be apparent at
various places in the text. Many other persons, of course, have played signi-
ficant roles in my thinking—tfar too many to acknowledge here. I do want to
mention Oliver Selfridge; the references to him in the pages ahead are a very
inadequate expression of my intellectual debt. I also owe much to the
Department of Psychology at Brandeis University, chaired earlier by A. H.
Maslow and now by R. B. Morant, which for so long provided me with the
right milieu for intellectual exploration.

I am indebted to various friends who read parts of this manuscript and
commented on it: Harris Savin, Paul Kolers, Henry Gleitman, Lila R. Gleitman,
Jacob Nachmias, Oliver Selfridge, Martin Orne, Saul Sternberg, Peter Sheehan,
Frederick J. Evans, Richard Thackray, and Donald N. O’Connell. Their advice
has been of great help to me, and their encouragement was much appreciated.

A number of persons at the Unit for Experimental Psychiatry deserve my
special thanks for their help in preparing the manuscript: Jo Anne Withington
for her organizational efforts; Janice Green, Mignon McCarthy, Carol Lebold,
Santina Clauser, and Mae Weglarski for much typing and proof-reading; and
especially William Orchard, for many kinds of valuable assistance.

I am also obliged to many publishers for permission to reproduce various
figures. The specific acknowledgments will be found in a special section at the
back of the book.
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CLASSIC EDITION

The Rallying Cry for the Cognitive Revolution

Ira Hyman

WESTERN WASHINGTON UNIVERSITY

Every revolution needs a rallying cry. Much like political revolutions, scientific
revolutions need rallying cries. The cognitive movement was a scientific revolu-
tion and Cognitive Psychology became the rallying cry for the cognitive
revolution.

In the 1950s and 60s, Psychology needed a scientific revolution. In Kuhnian
terms, the field was ready (Kuhn, 1962). The dominant behaviorist paradigm
limited the nature of what psychology could study and how those studies should
be conducted. Everything had to be framed in terms of observable stimuli and
responses. The radical behaviorists refused to acknowledge a need for theory or
for any mental mechanisms of any sort.

Kuhnian scientific revolutions are primed by anomalous research findings
that are inconsistent with the dominant paradigm in a field. By the 1960s, there
were many anomalous findings which could not be encompassed by radical
behaviorism, the dominant paradigm of psychology. The emerging research on
perception, attention, memory, and language simply would not fit within the
stimulus—response language and explanations. Various problems had been made
clear in a variety of domains. Miller (1956) argued that the magical number 7
(+/— 2) was potentially a limit on information processing. Chomsky (1959)
claimed that language was a set of rules rather than a set of verbal behaviors.
Bruner and his colleagues (Bruner, Goodnow, & Austin, 1956) found that
people are naive hypothesis testers when leaning about category structures.
Broadbent (1957), among many others, suggested that attention worked as a
filter allowing the processing of only some stimuli. These and other findings
clearly needed to be understood and that understanding could not happen in a
system that primarily focused on stimuli and responses without a concern for
how information was processed.
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In describing scientific revolutions, Kuhn (1962) noted that anomalous find-
ings are not enough to lead to a revolution. Anomalous findings merely demon-
strate that the understanding is not yet complete. Many times, a paradigm can
be adjusted and sometimes stretched to the breaking point to accommodate
anomalous findings. A scientific revolution needs a new paradigm, a new way
of understanding the domain, the problems, and anomalous findings. Neisser’s
Cognitive Psychology provided that new paradigm for Psychology. Neisser
provided that paradigm by both giving a way to frame the problems and by
showing that a great set of problems in psychology could be approached through
this common framing. Neisser’s way of framing cognitive psychology as a field
can be seen in every textbook since this 1967 book. Neisser introduced two
fundamental features of the cognitive paradigm: information processing and
constructive processing. Information processing focuses on following informa-
tion from the environment through the various cognitive processes that lead to
perceptions, memories, thoughts, and behaviors. Most cognitive textbooks
continue to be organized in just this fashion, to follow the flow of information.
Information processing was a dramatic paradigm shift. One no longer studied
animals responding to a stimulus. Instead cognitive researchers followed inform-
ation through the human processing systems, seeing the human mind as a
complex type of computer engaged in a set of processes that could be specified
and modeled.

Crucially, information processing was not passive, but rather was constructive.
We searched for information. We selected information. We manipulated
information. And we reconstructed our memories. Neisser argued in this book
that humans are active processers of information. Neisser also integrated
Bartlett’s (1932) view that constructive processing is guided by an individual’s
set of schemata. Thus, what we perceived, selected, and remembered was an
interaction of the information from the world, the nature of our processing
system, and our background knowledge. Cognitive psychology has been and
always will be an interaction of bottom-up and top-down influences.

Neisser did not simply provide an approach to a particular problem domain,
but rather integrated previously disparate sub-disciplines into the cognitive
approach to psychology. Cognitive Psychology pulls together research from
perception, visual attention, auditory attention, memory, and knowledge.
Neisser demonstrated that these sub-disciplines form a coherent field. By
providing this common framework Neisser wrote the book that became the
rallying cry for the cognitive revolution. Neisser did not see separate fields of
perception, attention, and language.

But Neisser was not making an argument for a field of cognitive psychology.
His goal was to provide a new way of understanding what psychology is. For
James (1890), “Psychology is the science of mental life.” In contrast, for the
behaviorists who followed the path described by Watson (1913), the “goal is
the prediction and control of behavior.” Neisser opened his revolutionary
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manifesto by declaring that “every psychological phenomenon is a cognitive
phenomenon.” I still teach my cognitive psychology course from that
perspective. If you want to understand human nature, you have to understand
perception, attention, memory, thinking, problem solving, and language.
Neisser was not simply trying to create a field of cognitive psychology. Neisser
argued the cognitive approach was the correct approach to psychology.

In many ways this book is more than simply the integration of distinct
areas of research into a coherent approach to psychology. Cognitive Psychology
reflects the academic journey that Neisser took in becoming a psychologist.
Neisser worked at Harvard with George Miller on information processing.
He completed a master’s degree at Swarthmore College with the Gestalt
Psychologists Wolfgang Kohler and Hans Wallach. He worked on parallel
distributed processing models of pattern recognition with Oliver Selfridge. He
created a series of provocative experiments on visual search. Neisser started his
preface to the book by noting that although he tried to write “a dispassionate
survey of cognitive psychology,” he found that what he wrote was not dispas-
sionate. Instead he was committed to a cognitive view of psychology.

Neisser knew that he was writing a manifesto for a revolution. In his intro-
duction he stated that this was a needed departure from the behaviorist frame-
work. Interestingly, he chose to not attack behaviorism, but rather provide a
positive argument for the cognitive approach. In his later writings, he often
reflected on providing the cognitive manifesto and thus being labeled the
“Father of Cognitive Psychology.” In my conversations with him, both as his
Ph.D. student and over the years since that time, he has always noted the field
of psychology needed the cognitive revolution to escape from what he called
the “long dark night of behaviorism.” He generally referred to behaviorism
that way to emphasize the aspects of psychology that couldn’t be studied during
the behaviorist era. Neisser remained a revolutionary. When cognitive psycho-
logy became the dominant paradigm, he began to criticize the standard
cognitive model. He continued in his later research and writing to always push
the field. He wanted cognitive psychology to become more ecologically valid
and he pushed his cognitive perspective into other domains of psychology such
as the self and intelligence (Neisser, 1976; Neisser, 1986; Neisser, 1988; Neisser
et al., 1996; Neisser & Hyman, 2000).

One should not approach Cognitive Psychology simply as an important moment
in the cognitive revolution. Clearly this book was a turning point in the revolu-
tion. Cognitive Psychology is not a history lesson. This book remains a useful tool
for the contemporary student of cognitive psychology. Cognitive Psychology is
not organized exactly like contemporary textbooks of the field. Neisser started
the approach of following information through the various processing systems.
But he organized his approach in terms of visual information processing and
then auditory information processing. Thus issues of perception, attention,
pattern recognition, and language appear in both sections of the book. He
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finished Cognitive Psychology with a section on higher cognitive processes with
a particular emphasis on memory. He had addressed memory in both the visual
and auditory sections. But in the final section, he turned away from immediate,
or short-term, memory and toward the reconstructive processes involved in
remembering. In each section, Neisser constructed an incredible review of the
contemporary research and theory.

I find there are a handful of classic books in psychology that feel timeless to
me. I reread James (1890) and Bartlett (1932). These authors understood the
problems of psychology and their way of seeing the field remains valuable to the
contemporary student of psychology. I continue to rely on Neisser’s Cognitive
Psychology in the same way. When I need to understand selective attention, I
turn to Neisser’s review of the studies of dichotic listening and shadowing
(Chapter 8). If I want to develop my understanding of visual search, I reread
Neisser’s consideration of pattern recognition (Chapter 3). His chapter on
grammar elucidates the argument about the nature of language in a way that
is hard to find in contemporary texts (Chapter 10). If you are looking for a
new research program, I recommend rediscovering some of the ideas and meth-
odologies described in this book. I encourage you to consider this book as a
valuable resource.

Neisser never revised this book. As he has described in some of his auto-
biographical writing, he started to take on that task but discovered that he was
writing a new book instead (Cognition and Reality, Neisser, 1976). As a curious
intellectual and a revolutionary, Neisser never stayed still. He kept pushing the
field forward. That was his style as a mentor as well. When I was his student, he
did not insist that we read his ‘old” books and papers. He never suggested that I
read Cognitive Psychology, or Cognition and Reality, or any of his other books.
Instead, the job was to read the research concerning the problem on which we
were focused at that moment. He read constantly and never seemed to forget
anything. He expected his students to read as well. If I found something new,
he would then hand me several other papers on the topic that he thought would
be relevant. He was always moving himself forward.

But I find that reading his writing has helped me immeasurably as a serious
student of the cognitive approach to psychology. Neisser has a personable style
of writing that invites you along for the process of discovery. Neisser always had
a grasp of the underlying theoretical and philosophical perspectives of any
problem domain. Thus, I reread Cognitive Psychology and his other work regu-
larly. I invite you to join the cognitive revolution. In this book you’ll find the
manifesto. Enjoy the cognitive approach to psychology.
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1

THE COGNITIVE APPROACH

It has been said that beauty is in the eye of the beholder. As a hypothesis about
localization of function, the statement is not quite right—the brain and not the
eye is surely the most important organ involved. Nevertheless it points clearly
enough toward the central problem of cognition. Whether beautiful or ugly or
just conveniently at hand, the world of experience is produced by the man who
experiences it.

This is not the attitude of a skeptic, only of a psychologist. There certainly
is a real world of trees and people and cars and even books, and it has a great
deal to do with our experiences of these objects. However, we have no direct,
immediate access to the world, nor to any of its properties. The ancient theory
of eidola, which supposed that faint copies of objects can enter the mind directly,
must be rejected. Whatever we know about reality has been mediated, not only
by the organs of sense but by complex systems which interpret and reinterpret
sensory information. The activity of the cognitive systems results in—and is
integrated with—the activity of muscles and glands that we call “behavior.” It
is also partially—very partially—reflected in those private experiences of
seeing, hearing, imagining, and thinking to which verbal descriptions never do
full justice.

Physically, this page is an array of small mounds of ink, lying in certain posi-
tions on the more highly reflective surface of the paper. It is this physical page
which Koftka (1935) and others would have called the “distal stimulus,” and
from which the reader is hopefully acquiring some information. But the sensory
input is not the page itself; it is a pattern of light rays, originating in the sun or
in some artificial source, that are reflected from the page and happen to reach
the eye. Suitably focused by the lens and other ocular apparatus, the rays fall on
the sensitive retina, where they can initiate the neural processes that eventually
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lead to seeing and reading and remembering. These patterns of light at the
retina are the so-called “proximal stimuli.” They are not the least bit like eidola.
One-sided in their perspective, shifting radically several times each second,
unique and novel at every moment, the proximal stimuli bear little resemblance
to either the real object that gave rise to them or to the object of experience that
the perceiver will construct as a result.

Visual cognition, then, deals with the processes by which a perceived,
remembered, and thought-about world is brought into being from as unprom-
ising a beginning as the retinal patterns. Similarly, auditory cognition is
concerned with transformation of the fluctuating pressure-pattern at the ear
into the sounds and the speech and music that we hear. The problem of under-
standing these transformations may usefully be compared to a very different
question, that arises in another psychological context. One of Freud’s papers on
human motivation is entitled “Instincts and their Vicissitudes” (1915). The title
reflects a basic axiom of psychoanalysis: that man’s fundamental motives suffer
an intricate series of transformations, reformulations, and changes before they
appear in either consciousness or action. Borrowing Freud’s phrase—without
intending any commitment to his theory of motivation—a book like this one
might be called “Stimulus Information and its Vicissitudes.” As used here, the
term “cognition” refers to all the processes by which the sensory input is trans-
formed, reduced, elaborated, stored, recovered, and used. It is concerned with
these processes even when they operate in the absence of relevant stimulation,
as in images and hallucinations. Such terms as sensation, perception, imagery, reten-
tion, recall, problem-solving, and thinking, among many others, refer to hypothet-
ical stages or aspects of cognition.

Given such a sweeping definition, it is apparent that cognition is involved in
everything a human being might possibly do; that every psychological
phenomenon is a cognitive phenomenon. But although cognitive psychology is
concerned with all human activity rather than some fraction of it, the concern
is from a particular point of view. Other viewpoints are equally legitimate and
necessary. Dynamic psychology, which begins with motives rather than with
sensory input, is a case in point. Instead of asking how a man’s actions and
experiences result from what he saw, remembered, or believed, the dynamic
psychologist asks how they follow from the subject’s goals, needs, or instincts.
Both questions can be asked about any activity, whether it be normal or
abnormal, spontaneous or induced, overt or covert, waking or dreaming. Asked
why I did a certain thing, I may answer in dynamic terms, “Because I wanted

)

.., or, from the cognitive point of view, “Because it seemed to me . . .”

In attempting to trace the fate of the input, our task is both easier and harder
than that of dynamic psychology. It is easier because we have a tangible starting
point. The pattern of stimulation that reaches the eye or the ear can be directly
observed; the beginning of the cognitive transformations is open to inspection.

The student of motivation does not have this advantage, except when he deals
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with the physical-deprivation motives like hunger and thirst. This forces him
to rely rather more on speculation and less on observation than the cognitive
theorist. But by the same token, the latter has an additional set of responsibil-
ities. He cannot make assumptions casually, for they must conform to the results
of 100 years of experimentation.

Recognition of the difference between cognitive and dynamic theory does
not mean that we can afford to ignore motivation in a book like this one. Many
cognitive phenomena are incomprehensible unless one takes some account of
what the subject is trying to do. However, his purposes are treated here
primarily as independent variables: we will note that they can affect one or
another cognitive mechanism without inquiring closely into their origin. This
strategy will break down in the final chapter; remembering and thinking are
too “inner-directed” to be treated in such a fashion. As a consequence, the last
chapter has a different format, and even a different purpose, from the others.

The cognitive and the dynamic viewpoints are by no means the only possible
approaches to psychology. Behaviorism, for example, represents a very different
tradition, which is essentially incompatible with both. From Watson (1913) to
Skinner (1963), radical behaviorists have maintained that man’s actions should
be explained only in terms of observable variables, without any inner vicis-
situdes at all. The appeal to hypothetical mechanisms is said to be speculative at
best, and deceptive at worst. For them, it is legitimate to speak of stimuli,
responses, reinforcements, and hours of deprivation, but not of categories or
images or ideas. A generation ago, a book like this one would have needed at
least a chapter of self-defense against the behaviorist position. Today, happily,
the climate of opinion has changed, and little or no defense is necessary. Indeed,
stimulus-response theorists themselves are inventing hypothetical mechanisms
with vigor and enthusiasm and only faint twinges of conscience. The basic
reason for studying cognitive processes has become as clear as the reason for
studying anything else: because they are there. Our knowledge of the world
must be somehow developed from the stimulus input; the theory of eidola is false.
Cognitive processes surely exist, so it can hardly be unscientific to study them.

Another approach to psychological questions, a world apart from behavi-
orism, is that of the physiologist. Cognition, like other psychological processes,
can validly be studied in terms of the underlying neural events. For my part, I
do not doubt that human behavior and consciousness depend entirely on the
activity of the brain, in interaction with other physical systems. Most readers of
this book will probably have the same prejudice. Nevertheless, there is very
little of physiology or biochemistry in the chapters ahead. At a time when these
fields are making impressive advances, such an omission may seem strange. An
example may help to justify it. For this purpose, let us consider recent work on
the physical basis of memory.

No one would dispute that human beings store a great deal of information
about their past experiences, and it seems obvious that this information must be
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physically embodied somewhere in the brain. Recent discoveries in biochem-
istry have opened up a promising possibility. Some experimental findings have
hinted that the complex molecules of DNA and RNA, known to be involved
in the transmission of inherited traits, may be the substrate of memory as well.
Although the supporting evidence so far is shaky, this hypothesis has already
gained many adherents. But psychology is not just something “to do until the
biochemist comes” (as I have recently heard psychiatry described); the truth or
falsity of this new hypothesis is only marginally relevant to psychological ques-
tions. A pair of analogies will show why this is so.

First, let us consider the familiar parallel between man and computer.
Although it is an inadequate analogy in many ways, it may suffice for this
purpose. The task of a psychologist trying to understand human cognition is
analogous to that of a man trying to discover how a computer has been
programmed. In particular, if the program seems to store and reuse informa-
tion, he would like to know by what “routines” or “procedures” this is done.
Given this purpose, he will not care much whether his particular computer
stores information in magnetic cores or in thin films; he wants to understand
the program, not the “hardware.” By the same token, it would not help the
psychologist to know that memory is carried by RINA as opposed to some other
medium. He wants to understand its utilization, not its incarnation.

Perhaps this overstates the case a little. The hardware of a computer may
have some indirect effects on programming, and likewise the physical substrate
may impose some limitations on the organization of mental events. This is
particularly likely where peripheral (sensory and motor) processes are
concerned, just as the input-output routines of a program will be most affected
by the specific properties of the computer being used. Indeed, a few fragments
of peripheral physiology will be considered in later chapters. Nevertheless they
remain, in the familiar phrase, of only “peripheral interest.”

The same point can be illustrated with quite a different analogy, that between
psychology and economics. The economist wishes to understand, say, the flow
of capital. The object of his study must have some tangible representation, in the
form of checks, gold, paper money, and so on, but these objects are not what he
really cares about. The physical properties of money, its location in banks, its
movement in armored cars, are of little interest to him. To be sure, the remark-
able permanence of gold has some economic importance. The flow of capital
would be markedly different if every medium of exchange were subject to rapid
corrosion. Nevertheless, such matters are not the main concern of the economist,
and knowledge of them does not much simplify economic theory.

Psychology, like economics, is a science concerned with the interdepend-
ence among certain events rather than with their physical nature. Although
there are many disciplines of this sort (classical genetics is another good
example), the most prominent ones today are probably the so-called “inform-

>

ation sciences,” which include the mathematical theory of communication,
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computer programming, systems analysis, and related fields. It seems obvious
that these must be relevant to cognitive psychology, which is itself much
concerned with information. However, their importance for psychologists has
often been misunderstood, and deserves careful consideration.

Information, in the sense first clearly defined by Shannon (1948), is essen-
tially choice, the narrowing down of alternatives. He developed the mathemat-
ical theory of communication in order to deal quantitatively with the
transmission of messages over “channels.” A channel, like a telephone line,
transmits information to the extent that the choices made at one end determine
those made at the other. The words of the speaker are regarded as successive
selections from among all the possible words of English. Ideally, the transmitted
message will enable the listener to choose the same ones; that is, to identify each
correctly. For practical purposes, it is important to measure the amount of
information that a system can transmit, and early applications of information
theory were much concerned with measurement. As is now well known,
amounts of information are measured in units called “bits,” or binary digits,
where one “bit” is represented by a choice between two equally probable
alternatives.

Early attempts to apply information theory to psychology were very much
in this spirit (e.g., Miller, 1953; Quastler, 1955), and even today many psycho-
logists continue to theorize and to report data in terms of “bits” (e.g., Garner,
1962; Posner, 1964a, 1966). I do not believe, however, that this approach was
or is a fruitful one. Attempts to quantify psychological processes in informa-
tional terms have usually led, after much effort, to the conclusion that the “bit
rate” is not a relevant variable after all. Such promising topics as reaction time,
memory span, and language have all failed to sustain early estimates of the
usefulness of information measurement. With the advantage of hindsight, we
can see why this might have been expected. The “bit” was developed to
describe the performance of rather unselective systems: a telephone cannot
decide which portions of the incoming message are important. We shall see
throughout this book that human beings behave very differently, and are by no
means neutral or passive toward the incoming information. Instead, they select
some parts for attention at the expense of others, recoding and reformulating
them in complex ways.

Although information measurement may be of little value to the cognitive
psychologist, another branch of the information sciences, computer program-
ming, has much more to offer. A program is not a device for measuring inform-
ation, but a recipe for selecting, storing, recovering, combining, outputting,
and generally manipulating it. As pointed out by Newell, Shaw, and Simon
(1958), this means that programs have much in common with theories of
cognition. Both are descriptions of the vicissitudes of input information.

We must be careful not to confuse the program with the computer that it
controls. Any single general-purpose computer can be “loaded” with an essentially
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infinite number of different programs. On the other hand, most programs can be
run, with minor modifications, on many physically different kinds of computers.
A program is not a machine; it is a series of instructions for dealing with symbols:
“If the input has certain characteristics . . . then carry out certain procedures . . .
otherwise other procedures . . . combine their results in various ways . . . store or
retrieve various items ... depending on prior results ... use them in further
specified ways . . . etc.” The cognitive psychologist would like to give a similar
account of the way information is processed by men.

This way of defining the cognitive problem is not really a new one. We are
still asking “how the mind works.” However, the “program analogy” (which
may be a better term than “computer analogy”) has several advantages over
earlier conceptions. Most important is the philosophical reassurance which it
provides. Although a program is nothing but a flow of symbols, it has reality
enough to control the operation of very tangible machinery that executes very
physical operations. A man who seeks to discover the program of a computer is
surely not doing anything self-contradictory!

There were cognitive theorists long before the advent of the computer.
Bartlett, whose influence on my own thinking will become obvious in later
chapters, is a case in point. But, in the eyes of many psychologists, a theory
which dealt with cognitive transformations, memory schemata, and the like
was not about anything. One could understand theories that dealt with overt
movements, or with physiology; one could even understand (and deplore)
theories which dealt with the content of consciousness; but what kind of a
thing is a schema? If memory consists of transformations, what is tranformed?
So long as cognitive psychology literally did not know what it was talking
about, there was always a danger that it was talking about nothing at all. This
is no longer a serious risk. Information is what is transformed, and the structured
pattern of its transformations is what we want to understand.

A second advantage of the “program analogy” is that, like other analogies, it
is a fruitful source of hypotheses. A field which is directly concerned with
information processing should be at least as rich in ideas for psychology as other
fields of science have been before. Just as we have borrowed atomic units,
energy distributions, hydraulic pressures, and mechanical linkages from physics
and engineering, so may we choose to adopt certain concepts from program-
ming today. This will be done rather freely in some of the following chapters.

s

Such notions as “parallel processing,” “feature extraction,” “analysis-by-
synthesis,” and “executive routine” have been borrowed from programmers, in
the hope that they will prove theoretically useful. The test of their value, of
course, is strictly psychological. We will have to see how well they fit the data.

The occasional and analogic use of programming concepts does not imply a
commitment to computer “simulation” of psychological processes. It is true that
a number of researchers, not content with noting that computer programs are

like cognitive theories, have tried to write programs which are cognitive theories.
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The “Logic Theorist,” a program developed by Newell, Shaw, and Simon
(1958), does more than find proofs for logical theorems: it is intended as a theory
of how human beings find such proofs. There has been a great deal of work in
this vein recently. It has been lucidly reviewed, and sympathetically criticized,
by Reitman (1965). However, such models will not be discussed here except in
passing. In my opinion, none of them does even remote justice to the complexity
of human mental processes. Unlike men, “artificially intelligent” programs tend
to be single-minded, undistractable, and unemotional. Moreover, they are
generally equipped from the beginning of each problem with all the cognitive
resources necessary to solve it. These criticisms have already been presented else-
where (Neisser, 1963c¢), and there is no need to elaborate them now. In a sense,
the rest of this book can be construed as an extensive argument against models
of this kind, and also against other simplistic theories of the cognitive processes.
If the account of cognition given here is even roughly accurate, it will not be
“simulated” for a long time to come.

The present volume is meant to serve a double purpose. On the one hand, I
hope to provide a useful and current account of the existing “state of the art.”
In discussing any particular phenomenon—immediate memory, or under-
standing sentences, or subception, or selective listening—an attempt is made to
cover the significant experiments, and to discuss the major theories. On the
other hand, it must be admitted that few of these discussions are neutral. When
the weight of the evidence points overwhelmingly in one direction rather than
another, I prefer to say so frankly. This is especially because in most cases the
indicated direction seems (to me) to be consistent with a particular view of the
cognitive processes. Some of the chapters only hint at this theory, while in
others it emerges explicitly. When it does, the first person singular is used
rather freely, to help the reader distinguish between the facts and my interpret-
ation of them. In the end, I hope to have presented not only a survey of cognitive
psychology but the beginnings of an integration.

The title of this book involves a certain deliberate ambiguity. In one sense,
“cognitive psychology” refers generally to the study of the cognitive mechan-
isms, quite apart from the interpretations put forward here. In another sense,
“cognitive psychology” is a particular theory to which I have a specific personal
commitment. By Chapter 11, it will have become so specific that Rock and
Ceraso’s (1964) “Cognitive Theory of Associative Learning” will be rejected as
not cognitive enough! If the reader finds this dual usage confusing, I can only
say that it seems unavoidable. Such double meanings are very common in
psychology. Surely “Behavior Theory” is only one of many approaches to the
study of behavior, just as “Gestalt Psychology” is not the only possible theory
of visual figures (Gestalten), and “Psychoanalysis” is only one of many hypo-
thetical analyses of psychological structure.

The present approach is more closely related to that of Bartlett (1932, 1958)
than to any other contemporary psychologist, while its roots are at least as old
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as the “act psychology” of the nineteenth century. The central assertion is that
seeing, hearing, and remembering are all acts of construction, which may make
more or less use of stimulus information depending on circumstances. The
constructive processes are assumed to have two stages, of which the first is fast,
crude, wholistic, and parallel while the second 1s deliberate, attentive, detailed,
and sequential.

The model is first elaborated here in five chapters on visual processes. These
chapters include an account of the very temporary, “iconic” memory which
stores the output of the first stage of construction; a review of various theories
of pattern recognition together with relevant data; a specific presentation of the
constructive theory as applied to visual recognition; a survey of reading and
tachistoscopic word-perception insofar as they are understood; and a discussion
of visual memory, imagery, and hallucination. Four subsequent chapters on
hearing' cover the perception of words, considered in terms of both acoustics
and linguistics; various theories of auditory attention, including one which
interprets it as a constructive process; the classical “immediate memory” for
strings of words; and an account of linguistic structure together with its implic-
ations for psychology.

The final chapter on memory and thought is essentially an epilogue, different
in structure from the rest of the book. Because of the tremendous scope of these
higher mental processes, no attempt is made to cover the relevant data, or to
refute competing theories, and the views put forward are quite tentative.
Nevertheless, the reader of a book called Cognitive Psychology has a right to
expect some discussion of thinking, concept-formation, remembering,
problem-solving, and the like; they have traditionally been part of the field.
If they take up only a tenth of these pages, it is because I believe there is
still relatively little to say about them, even after 100 years of psychological
research.

There is another respect in which this book may seem incomplete. The
cognitive processes under discussion are primarily those of the American adult,
or at least of the college student who is so frequently the subject of psycholo-
gical experiments. Although there will be occasional references to the develop-
mental psychology of cognition, it will not be reviewed systematically. In part,
this is because the course of cognitive growth is so little understood. However,
even in areas where development is being actively studied, such as concept
formation and psycholinguistics, I have not felt qualified to review it.

One last word of explanation is necessary, before concluding an introduc-
tion that is already overlong. Many topics that the reader may have expected to
find have now been set aside. We will consider neither physiological mechan-
isms nor information measurement nor computer simulation nor develop-
mental psychology; even remembering and thought are to receive short shrift.
Despite these omissions, it must not be thought that the field which remains to
be explored is a narrow one. Although the core of the material presented here
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is taken from within experimental psychology itself, there is extensive use of
data and concepts from other fields, including psychiatry and clinical psycho-
logy (especially in connection with hallucinations); hypnosis; the social psycho-
logy of the psychological experiment; the physiology and psychology of sleep;
the study of reading, which too often has been relegated to educational psycho-
logy; computer programming; linguistics and psycho-linguistics. The reader
may hesitate to follow along a path that seems so full of side alleys, and perhaps
blind ones at that. I can only hope he will not be altogether discouraged. No
shorter route seems to do justice to the vicissitudes of the input, and to the
continuously creative processes by which the world of experience is constructed.

Note

1 Sense modalities other than vision and hearing are largely ignored in this book,
because so little is known about the cognitive processing involved.
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ICONIC STORAGE AND
VERBAL CODING

The “persistence” of visual impressions makes them briefly available for
processing even after the stimulus has terminated. This stage of cognition
is here called “iconic memory.” Its properties provide a frame of refer-
ence for the discussion of backward masking, of certain effects of set and
order in tachistoscopic presentations, of some paradoxes of reaction time,
and of the so-called “span of apprehension.” In addition, explanations are
proposed for certain findings that seem to challenge this frame of refer-
ence, including the reputedly “subliminal” perception of masked stimuli.

Among the instruments of psychological research, none has a more illustrious
history than the tachistoscope. For more than 80 years, subjects have been
trying to identify briefly-exposed stimuli, and psychologists have been elabor-
ating their reports into theories of visual perception. Some of these theories
have had serious repercussionsin the world outside the laboratory. Tachistoscopic
experiments have led educators to embrace the “whole-word” method of
reading instruction, consumers to fear the dangers of “subliminal advertising,”
and psychoanalysts to believe that “repression” and “primary-process menta-
tion” are demonstrable visual phenomena. Yet some of the consequences of
brief exposures are only now becoming clear, and recent developments have
shed a new light on the older interpretations.

In the most common kind of tachistoscopic experiment, the subject is
presented with many successive exposures of the same material, each a little
longer than the one before. After each exposure, he describes the material as
best he can. Eventually, given a long enough exposure, his report becomes a
correct description of the stimulus, and we say that his “threshold” has been
reached. These “thresholds” are easily shown to depend on the nature of the
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material shown, the subject’s familiarity with it, his emotional attitudes, and
the like.

If we are to understand how these variables and others affect performance,
we must begin by abandoning a set of assumptions on which much of the
research has implicitly been based. Taken together, these assumptions add up to
the position that is sometimes called naive realism. Even psychologists who ought
to know better have acted as if they believed (1) that the subject’s visual exper-
ience directly mirrors the stimulus pattern; (2) that his visual experience begins
when the pattern is first exposed and terminates when it is turned off; (3) that
his experience, itself a passive—if fractional—copy of the stimulus, is in turn
mirrored by his verbal report. All three of these assumptions are wrong. The
information reaching the eye is subjected to complex processes of analysis,
extended in time. Visual experience results from some of these processes. As for
verbal report, it depends partly on visual experience—i.e., on further trans-
formations of the information given there—and partly on other factors.

In an introductory paragraph these statements sound rather blunt, but the
next few chapters may justify them. The burden of the argument will be that
perception is not a passive taking-in of stimuli, but an active process of synthes-
izing or constructing a visual figure. Such a complex constructive act must take
a certain amount of time. Yet it cannot be denied that, under some conditions,
one can easily see a figure exposed for a single millisecond, or even less. This
creates a dilemma for theory. The problem would be resolved, however, if the
visual input were somehow preserved (for further processing) for some time
even after the stimulus itself was over. Happily, this turns out to be the case.

Our knowledge about this brief but crucial form of visual persistence owes
much to the recent and seminal experiments of Sperling (1960a) and Averbach
and Coriell (1961). Their work leaves no doubt that the subject can continue to
“read” information in visual form even after a tachistoscopic exposure is over.
This kind of transient memory is, in a sense, the first visual cognitive process,
and most of this chapter is devoted to it. After reviewing the evidence for its
existence in the next section, I will go on to argue that it underlies a number of
phenomena in visual cognition, including backward masking, perceptual set,
and the span of apprehension.

Transient Iconic Memory

Sperling was by no means the first to suggest that the visual sensation may outlast
the stimulus, and his monograph (1960a) contains many references to earlier
observations. The streak of light which appears when a lighted cigarette is moved
in a dark room, the positive (and perhaps the negative) afterimages described in
every psychology textbook, and especially the insistence of many subjects that
they see more in a tachistoscopic flash than they can remember—all of these are
cases in point. Woodworth (1938) long ago presented a sophisticated discussion
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of the issues involved. What was new in Sperling’s work was an ingenious
demonstration of the role this process actually plays in tachistoscopic perception,
and a new method of measuring its decay.

Sperling used tachistoscopic exposures of 50 msec. (milliseconds), which is
surely brief enough to prevent directed eye movements. (The reaction time of
the eye is about 200 msec., or /4 of a second.) He exposed rectangular arrays of
letters, for example,

TDR
SRN
FZR

which the subject was to read. Typically, only four or five letters would be
correctly reported, no matter how many had been presented. Earlier experi-
menters would have been content with the conclusion that the “span of appre-
hension” was limited under these conditions. Sperling went further, using what
he called “partial reports.” By means of a prearranged signal, he instructed the
subject to read only a single row of the display. The signal was a tone sounded
immediately after the display was turned off. A high-pitched tone indicated that
the top row should be reported, while tones of low or intermediate pitch indic-
ated the bottom or the middle row. The result was almost 100 percent accuracy
in the reports of the critical row! However, accuracy decreased if the tone was
delayed for even a fraction of a second, and with delays of a second or more, it
dropped to the level characteristic of ordinary full reports. Some of the data
appear in Figure 1.

The method of Averbach and Coriell (1961) was similar, except that the
subjects were asked to report only a single letter instead of a whole row, and it
was signaled by a visual pointer instead of a tone. The pointer was usually a
black bar aimed at the position where one of the letters had been. (In some
trials, a circle surrounding this position was used to produce “erasure”—a
phenomenon to be considered later.) The display, and the experimental
procedure, are shown in Figure 2. The results of the experiment were closely
analogous to those of Sperling, as Averbach and Sperling noted in a joint paper
(1961). In both studies, subjects were able to “look at” selected portions of a
display that had already been turned off.

Sperling’s results are apparently easy to replicate (Glucksberg, 1965). On the
other hand, the complications created by the visual cue and the simplified task
(a single letter to be identified) apparently make Averbach’s method relatively
tricky. Attempted replications by Mayzner et al. (1964) and by Eriksen and
Stefty (1964) failed to find any decay in accuracy with time over the first 700
msec. In both cases differences in procedure may account for the difficulty, but
there is no doubt that the use of a later visual stimulus to control the readout of
an earlier one creates problems. The discussion of backward masking (below)
will make this point even more emphatic.
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FIGURE 1. Decay of transient iconic memory in Sperling’s (1960a) experiment. The
stimulus, a 3 x 3 letter-square, was flashed for the period indicated by the bar at left.
The ordinate at right shows the percent of the critical 3-letter row reported correctly
(method of partial report), at the signal delay shown on the abscissa. The bar at right
shows the accuracy of full reports with the same material.

It seems certain, then, that the visual input can be briefly stored in some
medium which is subject to very rapid decay. Before it has decayed, informa-
tion can be read from this medium just as if the stimulus were still active. We
can be equally certain that this storage is in some sense a “visual image.”
Sperling’s subjects reported that the letters appeared to be visually present and
legible at the time of the signal tone, even when the stimulus had actually been
off for 150 msec. That is, although performance was based on “memory” from
the experimenter’s point of view, it was “perceptual” as far as the experience of
the observers was concerned.
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FIGURE 2. The experiment of Averbach and Coriell (1961). Figure 2a shows a typical
stimulus pattern; Figure 2b outlines the procedure.

What should such a process be called? The subjects say they are looking at
something, and it needs a name. Sperling and others have used the term
“image,” but I would prefer to avoid a word with so many other meanings. The
relation between this kind of “visual persistence” on the one hand and afterim-
ages, memory images, eidetic images (and even retinal images!) on the other
are extremely complex, as will appear in Chapter 6. Certain important ques-
tions can hardly be phrased at all if this form of storage has a name already
shared by too many other phenomena.

There seems no alternative but to introduce a new term for the transient
visual memory in question. I will call it “the icon” or “iconic memory.” The
choice is not ideal; Bruner (1964, 1966) has already used “iconic” with quite

[EENTE .

a different meaning. He distinguishes “enactive,” “iconic,” and “symbolic”
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representations of experience, based on motor activity, images, and words
respectively. My excuses for absconding with one of his words are, first, that
even two meanings for “icon’ are better than half-a-dozen for “image”; second,
that Bruner’s category-names are confusing and might better be avoided. They
violate ordinary psychological practice in many respects. We commonly speak
of images as “symbolic,” while verbal activity has a substantial motor or
“enactive” component of its own. We shall see later that such a component is
even involved in the most visual of representations.

The icon is defined behaviorally and introspectively. Some readers will also
be interested in its anatomical basis: is it, for example, “in the retina”? I would
suspect that it isn’t, but the question will not be pursued here. There is an
important place for eventual neurological interpretations of cognitive processes,
especially where peripheral mechanisms are at issue, but we should strive to
establish the existence of a mechanism and discover its properties first.

How long does iconic memory last? Sperling’s data suggest about one second
as a rough approximation, since after a second’s delay the partial reports were no
more accurate than whole reports. At that point the icon apparently became too
unclear to be of any use. The subject then had to base his report on another,
fundamentally verbal, form of memory. The translation (“recoding”) from the
visual medium to a verbal one can continue only so long as the icon is still legible.

If iconic storage is a process in the visual system, its duration should depend
on visual variables like intensity, exposure time, and post-exposure illumina-
tion. Indeed, all of these do affect performance in the tachistoscopic task; it may
be that they do so in large part by controlling the duration of the icon. The
post-exposure field is especially important in this respect. The icon remains
legible for as long as five seconds if the post-exposure field is dark, but less than
a second if it is relatively bright (Sperling, 1960a, 1963; also see the section on
backward masking below).

The duration of the stimulus itself (i.e., the exposure time) had little effect
in Sperling’s experiment. However, Mackworth (1963a) showed that it can be
critical, as users of the tachistoscope have long known. She found that the
number of digits correctly reported from a 2 x 5 array increased sharply with
exposure time up to the first 50 msec. (Figure 3). Under her conditions the icon
must have been fully established by that point, since further increases in
stimulus duration had little effect. Mackworth’s (1962, 1963a) approach to
the problem was originally very similar to that advanced by Sperling. The
additional assumptions made in some of her other papers (1963b, 1964) will not
be considered here.

The form of Mackworth’s curves depended partly on the intensity of the
flash, and this is as it should be. Both the length and the strength of the stimulus
must affect the duration of the subsequent icon, at least until some critical dura-
tion is reached. Even a flash lasting a fraction of a millisecond permits the subject
to read several letters, if only it is bright enough. Ideally, one might expect the
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FIGURE 3. The effect of exposure duration, in Mackworth’s (1963a) experiment.

icon resulting from a 2-msec. flash, at a given level, to last just as long as if it had
been produced by a flash twice as intense but only lasting 1 msec. Such “perfect
summation” of visual energy is known to occur for the subjective brightness of
brief flashes; why not for the duration of the iconic memory which they produce?
Indeed, some recent results do suggest that summation may occur over rather
long intervals where the duration of the icon is concerned. This is at least a
possible interpretation of the finding (Kahneman & Norman, 1964; Kahneman,
1965a) that, when visual acuity is being measured, intensity and time summate
over much longer periods than in brightness judgments. Acuity judgments take
time, and would be facilitated by prolonging the useful life of iconic storage.
(I owe this argument to a discussion with Jacob Nachmias.)

It is of great importance to distinguish the exposure time of the stimulus
from the longer period during which the subject can “see” it. Haber and
Hershenson (1965, p. 46) ask “. .. why should variation of a few milliseconds
in duration of the stimulus affect accuracy, when presumably the stimulus
produced a short-term memory lasting hundreds of milliseconds?” The answer
is that the useful life of the icon depends (nonlinearly) on exposure time, as it
does on exposure intensity, but it is by no means identical to exposure time. As
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the advocates of “micro-genetic theory” (Smith, 1957; Flavell & Draguns,
1957) have long insisted, perception is “an event over time ’—not just over the
exposure itself, but over the whole period during which iconic storage makes
continued visual processing possible.

Backward Masking

In considering how long transient iconic storage can last, we have so far emphas-
ized the properties of the stimulating flash itself. However, the visual input
subsequent to the flash (i.e., the post-exposure field) is equally important. A
later stimulus may mask or obscure an iconically-stored earlier one. Such
“backward masking” has an air of paradox about it: the second stimulus seems
to be working retroactively on the first. The mechanisms responsible for this
effect are not fully understood, but it cannot be ignored.

The visual system is physical and finite, and so it must be limited in its
temporal resolving power. It cannot be expected to switch instantaneously
from one activity to the next when the stimulus is altered. Hence there must be
at least a short aftereffect of visual stimulation, and the transient icon may be
nothing more. This interpretation immediately suggests that a second stimulus
will have some effect on how a first brief one is perceived, because in any finite
system they will overlap at least a little. The existence of backward masking is
therefore not surprising, and we must expect that the masking effect will
depend on the nature of the second stimulus and its relation to the first.

In the simplest case, the second stimulus is a homogeneous field. This is the
usual practice in tachistoscopic experiments. Even under this apparently simple
condition, paradoxical effects can occur, including color reversals in the icon
(Sperling, 1960b). The most general finding, however, is simply that bright post-
exposure fields lead to poorer visibility than dark ones. One principal reason for
this has been set out clearly by Eriksen (Eriksen & Hoffman, 1963; Eriksen &
Stefty, 1964). Because the visual system has limited resolving power in time, the
brightnesses in successive fields will necessarily add together to some extent.
This summation will effectively reduce the brightness-contrast of the figure first
shown, and thereby make it less legible. An example from Eriksen and Steffy
will help to make this argument clear. Let us suppose that a black figure has a
brightness of only 10 foot-lamberts in a certain exposure apparatus, while its
white background is at 90 foot-lamberts (a contrast ratio of 9:1). Suppose further
that the figure is just barely recognizable in a 10-msec. exposure when it is
followed by a dark field. When a homogeneous field of 90 foot-lamberts follows
it instead, more light energy is added to both the figure and the ground. If the
successive fields were perfectly integrated, this would mean that the figure was
actually at 100 foot-lamberts (90 + 10) and the ground at 180 (90 + 90). As a
result, the contrast ratio would have become less than 2:1. Actual backward
masking may not be quite so drastic since summation is generally incomplete.
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On the other hand, other processes besides summation may be involved, as
Kahneman (1965b) has pointed out.

A bright post-exposure field is necessarily superimposed on, and combined
with iconically-stored information, making it less legible. In a sense, the post-
exposure field may be said to reduce the duration of the icon, or more accurately
to reduce its useful duration. Presumably the stored information decays gradu-
ally, and there is no precise moment when the icon “ends.” However, a time
comes when it is no longer clear or detailed enough to be legible, and this time
must come sooner if it is unclear from the start. This is the reason why the post-
exposure field affected the duration of iconic storage in Sperling’s experiments:
a low-contrast icon becomes illegible much sooner than one of high contrast.

This kind of “masking” should be produced, not only by a continuously lit
second field, but even by a brief flash of light if it is not too long delayed. Such
masking by flashes should be symmetrical in time: a flash 50 msec. before a
figure should mask it as effectively as a flash 50 msec. after. Eriksen and Lappin
(1964) seem to have confirmed these predictions.

The “temporal summation” or “integration” of successive visual stimuli is of
interest for its own sake. According to one tradition in psychology, successive
stimuli will be integrated only if they fall within the same discrete “psycho-
logical moment,” or “quantum of psychological time” (Stroud, 1955). The
complexities of this theory cannot be reviewed here, though I hope to do so in
alater publication. For the present, I can only say that it seems extremely implaus-
ible, and that temporal integration is almost certainly continuous. Within a
sensory modality, the processing of every momentary input is interwoven with
and influenced by the processing of all other input adjacent to it in time.

Backward masking becomes more complex if the stimulus is followed by a
patterned figure rather than by a homogeneous field. The general finding is that
the subsequent figure will make the earlier one much more difficult to see,
especially if their contours lie close together. This phenomenon is often called
“metacontrast” (Alpern, 1952, 1953; Raab, 1963, and others), sometimes
“erasure” (Averbach & Coriell, 1961), and occasionally just “backward masking”
(Eriksen & Collins, 1964). It has been given varying theoretical interpretations.

The most obvious explanation is the one proposed by Eriksen, following the
same line of reasoning proposed for homogeneous postexposure fields. To some
extent the two patterns—the original stimulus and the “masking” stimulus—
coexist even though one follows the other, and so they are processed together.
Because the resulting total figure is more complex than the original stimulus
alone, it is harder to identify. This interpretation predicts that “backward
masking” should be most pronounced when the two stimuli are simultaneous,
and drop off gradually as they are separated further in time. Such functions
(called “type-A curves” by Kolers, 1962) were indeed obtained by Eriksen and
Collins (1964). Their stimulus field always contained one of the three letters A,
T, or U; the subject had only to decide which one. A ring surrounding the letter
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was presented, either concurrently with it or shortly thereafter. Masking was
greatest for concurrent presentation, and decreased gradually with greater
delays until none could be demonstrated at 100 msecs. In a subsequent experi-
ment, Eriksen and Collins (1965) showed that this type of masking, like that
with simple flashes, is symmetrical in time.

However, the situation is not as simple as this analysis would suggest. Many
other experimenters, including the early workers in metacontrast (Werner,
1935; Alpern, 1953), have found that masking is not always greatest at zero or
short delays. Instead, perception of the first stimulus may be much more affected
by a masking pattern delayed by 20 to 100 msecs. than by one which comes
simultaneously! Such findings, which seem paradoxical because the maximum
effect of the second stimulus does not occur when it is closest to the first, were
called “type-B curves” by Kolers (1962), and are often referred to as “U-shaped
functions.” Figure 4, taken from Weisstein and Haber (1965), shows the effect
clearly, although the page must be turned upside down to realize why the func-
tion might be called “U-shaped.” These data were obtained from subjects who
had to decide whether an encircled letter was O or D, with the circle delayed
by varying amounts after the letter itself.

Kolers (1962) gives a detailed description of the conditions under which the
paradoxical type-B time-course can be expected in place of the simpler type-A,
and others have corroborated and extended his findings. The situation is
complex, depending on such variables as the direction of contrast (light stimuli
on dark ground, or dark on light), the amount of contrast, the durations of the
masked and masking stimuli, the task of the subject (to detect a flash or to
identify a letter), and the difficulty of the discrimination required (especially
the separation of the relevant contours).

Averbach and Coriell (1961) report a type-B masking function, which they
call “erasure,” when the letter to be reported is indicated by a surrounding
circle instead of a bar marker (see Figure 2a). The two indicators give equi-
valent results if they appear just as the stimulus goes off, but at a delay of 100
msec. performance is much worse with the circle than the bar. This suggested
to Averbach and Coriell that the circle literally “erased” the enclosed letter.
However, Eriksen and Collins (1965) have proposed an explanation of this
effect in terms of simple summation and type-A masking. They argue that
iconic storage was so clear under the conditions used by Averbach and Coriell
that even a surrounding circle could not obscure the critical letter until some
decay had occurred. This clarity did not help the subject in the 100-msec.
condition, because during the delay period he could not yet know which of the
16 letters was to be read.

It 1s not clear whether such an explanation would dispose of the type-B
functions found by Weisstein and Haber (1965; see Figure 4) and Fehrer and
Smith (1962). But in any case it seems impossible for the confusion-and-
summation theory to account for all instances of type-B metacontrast. Under
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FIGURE 4. A “U-shaped” backward masking function, obtained by Weisstein and
Haber (1965).

some conditions, the first stimulus does not simply become blurred or difficult
to recognize: it seems to disappear altogether. In Werner’s experiment, a black
disc, exposed for 12 to 25 msecs., was followed after a suitable delay by a black
ring which exactly surrounded the previous position of the disc. Under these
conditions only the ring was visible, the disc being somehow “suppressed.”
Fehrer and Raab, who used a bright square as the first stimulus and two
flanking, equally bright squares to mask it, give a particularly good description
of the effect. (The central rectangle is on for 50 msec., followed after a delay of
At by 50 msec. of both flanks together.)

... with foveal vision, the first perceptible darkening of the center light
(compared with the flanks) appears at a Af of 4 to 6 msec. The darkening
progresses with increases in At to about 35 msec. At this asynchrony, the
center field is no longer homogeneous in color nor phenomenally a
square, but appears as a faint, shapeless flash of light in the center of an
extremely dark field between the flanks. Maximum suppression occurs
with a At of approximately 75 msec. With increases in At beyond about 90
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to 100 msec., depending on S, the center flash brightens again. At approx-
imately 120 msec., it appears as a square preceding the flanks, and of the
same brightness as the flanks. Its apparent duration, however, is less than
that of the flanks. With a Af of about 150 msec., both brightness and dura-
tion of the center seem the same as those of the flanks . .. In peripheral
vision, . . . the apparent darkening of the centerlight was more pronounced
than with foveal vision. With Ats from 50 to 100 msec., the entire center
square area appeared completely dark.

(Fehrer & Raab, 1962, pp. 144—145)

This phenomenon seems mysterious indeed. The flanks do not impair the
perception of the central square if they are simultaneous with it, but if they
come somewhat later they can make it disappear entirely. What can be
happening in the icon during this period?

Perhaps the most plausible answer is still that given by Werner in 1935:
contours are not simply “registered,” but must be actively constructed, which
takes time. If the masking stimuli arrive when the contour of the original shape
has been just partially formed, they initiate a new contour-process which
somehow absorbs the original one. Werner wrote, “The process of forming the
contour of the disk has been identified with the inception of the whole process
of constructing the ring . . . a specific,separate perception of the contour of the
disk, in consequence of this fact, is lacking” (1935, pp. 42—43). The reasons
why this theory attracts me will become clear in Chapter 4. However, there are
arguments against it (see Kolers & Rosner, 1960). Schiller and Smith (1966)
hint at a different interpretation, relating metacontrast to apparent movement.
Kahneman (1964) has also contributed a sophisticated discussion of metacon-
trast, backward masking, and summation. It is fair to say that the phenomenon
is still not well understood, but for the present we can keep Werner’s interpret-
ation as a working hypothesis. Complete figure formation can take 100 msec.
or more and is especially vulnerable in some of its later phases.

Why are the effects of backward masking not more apparent in ordinary
visual experience? Primarily because normal eye movements are not frequent
enough. In reading, the eyes make only three to five fixations per second,
remaining still for at least 200 msec. at a time. In most other visual activities, even
longer pauses are common. (The eyes are not really “still” during each fixation,
of course, but the effect of the small nystagmoid fluctuations is irrelevant here.)
Whatever the reason for this limit on the rate of fixation, it is certainly useful in
avoiding metacontrast. Probably we could never see anything well at ten fixa-
tions per second. Gilbert (1959) has made this argument explicitly.

Although we cannot expect to find metacontrast effects in observing a
stationary scene, they might be detectable when moving contours are inspected.
Frohlich’s (1925, 1929) illusion has often been interpreted from this point of
view (e.g., Alpern, 1953). An illuminated stripe which appears suddenly and
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then moves to the left (say) is not correctly localized at first: the subject reports
its onset at a point too far to the left. Is it possible that the stripe in a later posi-
tion exerts a backward-masking effect on its initial image? This interpretation
would be promising, except for the implication that all positions of the stripe
should mask each other, leading to invisibility!

Apart from the case of moving figures, the eye normally has at least 200
msecs. to process a stimulus pattern, and the type-B masking curves show that
much of this time may be needed. At least under some conditions, the percep-
tual experience of “seeing” a specific form apparently does not take place until
many milliseconds after the stimulus arrives at the retina. It is important to
realize, however, that this sense of the word “see” does not include all the
effects of visual stimuli. Processing begins as soon as the stimulus arrives and
continues for an appreciable time. Before a stimulus is masked by another that
arrives 75 msec. later, it has already initiated some activity, which may not have
been altogether in vain. The early processes may have measurable consequences
even if they do not result in “seen” figures with definite contours.

Effects of a Masked Stimulus

The visual effects of a stimulus which has suffered masking are still not well
understood. There is every reason to believe that they will depend on variables
such as the duration and intensity of the stimuli involved, and the interval
between them. Under some circumstances, for example, the masked stimulus
may result in a perception of visual movement, even when it is not seen directly.
This was reported by Fehrer and Raab (1962), whose description of type-B
masking has been reported above, while with different stimulus conditions
Fehrer and Biederman (1962) succeeded in eliminating movement.

There are other ways in which the first stimulus may affect the appearance
of the subsequent pattern. Smith and Henriksson (1955) report such a case with
the modified Zéllner illusion in Figure 5. The lines were presented briefly,
followed by the square; subjects who reported seeing the lines were eliminated

i
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FIGURE 5. Zdllner illusion used by Smith and Henriksson (1955).
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from the experiment. Nevertheless there was a slight tendency to report the
usual distortion of the square into a trapezoid. (This experiment would bear
repeating since its outcome may have been influenced by nonperceptual factors,
of the kind to be discussed below in connection with the work of Smith,
Spence, and Klein, 1959.)

Another demonstration of such an effect was provided in an experiment by
Guthrie and Wiener (1966). Their stimuli are shown in Figure 6. One of the A
stimuli was exposed very briefly, immediately followed by the B stimulus for
450 msecs. The subjects made mood and character judgments of the B figure.
It was judged more hostile and aggressive when preceded by the relatively angular
A, and A, than by the more curvilinear A, and A;. This fits with the fact (also
demonstrated by Guthrie and Wiener) that angular forms, even in otherwise
meaningless nonsense figures, are judged to have more negative characters than
curved figures do. It is particularly important that A; and A, (with a gun) did
not have effects greater than A, and A, (without). Guthrie and Wiener conclude
that it is not the meaning but the figural properties of the masked stimulus
which can affect the overall course of processing.

This seems a sensible conclusion, if either Werner’s contour-absorption or
Eriksen’s summation-confusion interpretation of backward maskingis accepted.
The meaning of a masked stimulus can hardly influence later processing if no

F